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|. Statement of Problem Studied

IBM, working together with Boston University (BU), set out a concerted research
program with the goal of laying the foundations for novel devices and computing
technologies, both quantum and classical, which are based on the manipulation of spins
and magnetization transport in nanometer-scale structures. The work involved preparing
the systems of magnetic impurities, controlling and detecting the atoms and spins, and
understanding the results via the overlapping theory work. Leveraging IBM’s
experimental facilities and using IBM and BU’s established expertise in STM
nanoassembly and theoretical modeling of spin dynamics targeted two main goals:

e Establish a fundamental understanding of the spin dynamics of nanoassembled
structures

e Explore the potential for coupled-spin nanostructures that transport and process
information

As an overall challenge, it is not at all clear that running an electrical current through a
nanometer scale structure is the optimum way to transport information in such
dimensions. Power dissipation, localization, and electromigration are all problems that
have to be reexamined in such small structures. An alternative method for transporting
information and doing logical operations on that information is to use the electron’s spin
degree of freedom as opposed to its momentum degrees of freedom. IBM and BU
wanted to understand the physics of transporting and doing logic on information using
just the spin degree of freedom. To achieve this broad long-term goal, IBM built a new
low-temperature (0.6 K) high-field (7.5T) STM for studying the spin physics of small
structures while simultaneously conducting studies with its existing low-temperature
STM.

IBM’s experimental technical goals included:

e Demonstrate spin polarization of tunneling current when tunneling into the
bound-state excitation at a magnetic impurity atom on the surface of a
superconductor, metal, or insulator

e Measurement of the g value of a single atom
e Measure spectrum of spin excitations in nanoassembled magnetic structures.

e Build a foundation of knowledge concerning the magnetic properties of
nanostructures

e Explore device structures for information transport and processing which
utilize the spin degree of freedom of the structures

e Explore the use of tips with specialized materials for both tip and terminating
atomic-scale structures as a sensitive probe of the local spin polarization of
nanometer scale systems



On the theory side, the ambitious goals were to combine three complex systems in order
to understand and predict STM measurements: 1) the STM tip, and its interactions with
the surface atoms and adatoms; 2) adatoms, with typically many-body behavior of Kondo
effects, magnetism, or both; and 3) the host with bulk states and surface states. Each of
these three is a project in of itself, and then to combine them into one Hamiltonian and
obtain solutions was the grand challenge of IBM and BU working together. In the process
of this, BU also had to develop a local density functional approach to the surface states,
and especially wave functions as they tail into the vacuum as much as 16 or more
Angstroms away. So IBM and BU’s calculations were both many-body analytic, and also
heavily numerical.

IBM also was interested in developing structures for STM tips for spin detection.
IBM’s theory approach structure of choice was a nanoscale (in all dimensions) magnetic
tunnel junction, and a portion of the theory work was to develop a working model for
magnetic tunnel junctions in which interface effects were predominant, and see the
effects on spin tunneling current.

The third aspect of the theory at IBM was to explore any effects of current-induced
magnetization reversal, since a magnetic tunnel junction with nanoscale dimensions in all
three directions on an STM tip is nothing more than a magnetic sandwich in a nanowire.
Such a structure on an STM tip would easily experience currents in the range of current-
induced magnetization reversal, and IBM wished to explore how to predict and control
these effects.

IBM and BU’s longer-range technical goals for spin-current devices were:

e Develop predictive many-body theory for the transition from isolated-impurity
to spin-coupled states of impurities in nanoscale structures.

e Determine controlling factors for propagation of spin coherence information
between Kondo impurities in atomic nanostructures.



II. Summary of Results

A. Experiment

Summary

This reporting period saw progress in three aspects of IBM’s experimental program to
probe and manipulate the magnetic properties of nano-scale structures with the scanning
tunneling microscope (STM).

Single-atom spin-flip spectroscopy

First, IBM was able to achieve the milestone of single-atom spin-flip spectroscopy with
the STM. IBM demonstrated the ability to measure the energy required to flip the spin of
single adsorbed atoms. A low-temperature, high-magnetic-field scanning tunneling
microscope was used to measure the spin excitation spectra of individual Mn atoms
adsorbed on Al203 islands on a NiAl surface. IBM found pronounced variations of the
spin-flip spectra for Mn atoms in different local environments. In particular, Mn atoms
were placed on thin oxide films and g values in the range of 1.80 to 2.00 were measured.
This is the first step to fulfilling the goal of directly measuring the magnetic excitations
of magnetic nanostructures in a solid state environment. This work was made possible
because of the successful construction and use of the world’s first low-temperature
(T<1K) high-magnetic-field STM with ultra-high vacuum sample preparation.

Second, IBM studied the influence of the solid state environment on the magnetic
excitation spectra of single Mn atoms. When Mn atoms were placed near the edge of thin
oxide islands IBMfound the emergence of an enhanced zero bias conductance. This
manifestation of the Kondo effect is similar to the Kondo effect in other nanostructures
and notably clearer than previous STM investigations.

A paper encompassing both aspects of the magnetic excitations of individual atoms has
been published by Science Magazine in November of 2004.

Third, IBM finalized its work on the spectroscopic properties of physisorbed molecular
hydrogen in nanoscopic junctions. While IBM’s results were obtained in an STM these
findings are equally important for the emerging field of molecular electronics. A
manuscript has been submitted to Phyical Review Lettersand is currently under review.

Details

In this reporting period IBM reached the milestone of using a scanning tunneling
microscope (STM) to measure the Zeeman energy of individual Mn atoms in a solid-state
environment. These measurements utilized inelastic tunneling spectroscopy (IETS), a
technique originally developed to measure vibrational excitations of single molecules.
This constitutes significant progress towards the use of STM for the measurement of the
magnetic properties of artificial and self-assembled nanostructures.
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The energy scale associated with magnetic excitations of atoms is the Zeeman energy,
A = gugH. For a free electron with a g value of 2.0 and for magnetic fields achievable in a
lab of order 10T this energy is of order 1 meV. To resolve such a small energy scale in a
tunnel junction it is necessary to work at temperatures below 1K. In the last reporting
period IBM described the successful design, construction, and operation of the world’s
first STM with such temperature and magnetic field requirements and ultra-high vacuum
sample preparation. This novel STM was used extensively in this period and is operating
at and above expectations.

IBM found previously that a magnetic atom directly on top of a metal substrate interacts
too strongly with the conduction electrons in the substrate to show IETS spin-flip spectra.
IBM therefore chose a sample configuration consisting of insulating Al,O; on a
NiAl (110) metallic substrate. This oxide is thin enough to allow stable tunneling even at
low bias voltages, but thick enough to place the adsorbate away from the substrate
electrons to avoid screening of the adsorbate's magnetic moment, and consequently to
allow spin-flip spectroscopy. The NiAl sample is prepared so that it is partly covered
with well-ordered 0.5 nm thick oxide, and the rest of the surface exposes atomically clean
NiAl (110) metal. One of the key features of the new STM is the fact that IBM can
transfer samples directly from a room-temperature vacuum chamber, where the samples
are prepared, into the cold STM. This assures atomic cleanliness of the sample in the
STM.

When the tip was positioned over a Mn atom on oxide IBM found a marked magnetic-
field dependence of the conductance. At IBM’s maximum field of B=7T the
conductance was reduced near zero bias, with symmetric steps up to a 20% higher
conductance at the Zeeman energy of |A| =dugB ~ 0.8 meV. These conductance steps
were absent at B = 0. Furthermore, no conductance steps were observed when the tip was
positioned over the bare oxide surface, over the bare metal surface, or over a Mn atom on
the metal surface. The spatial extent of the conductance step (the IETS spin-flip signal)
was found to be 1 nm in diameter, comparable to the atom’s apparent lateral extent in the
corresponding STM topograph.

The measured Zeeman splitting was found to be proportional to the magnetic field and
well described with g = 1.88 + 0.02. Other Mn atoms closer to the edge of oxide patches
showed significantly different g value in the range of g=1.80 to 2.00. The only
difference between these Mn atoms is the local environment: they have different lateral
distances to bare metal region, they may sit at different binding sites in the oxide unit
cell, and perhaps more importantly, IBM expect the oxide patch to show reconstruction
near the boundary to minimize its energy. It is one of the great strengths of the STM to be
able to distinguish differences in these IETS spectra on neighboring atoms.

A second experimental advance in this reporting period was the study of magnetic
moments interacting strongly with their environment, an important step towards the goal
of coupling magnetic moments to each other. Many magnetic atoms deposited directly
onto a metal substrate were shown in previous STM studies to lead to Kondo resonances.
However, rather than simply resulting in the expected enhanced zero-bias conductance,



the Kondo effect was generally obscured by the interference of many tunneling paths
resulting in more complicated Fano lineshapes.

IBM found that Mn atoms on oxide that are laterally near metal-oxide interfaces can
exhibit spectra that differ markedly from the spin-flip IETS of isolated Mn atoms on
oxide. These spectra show the hallmarks of Kondo resonances: a narrow conductance
peak with Lorentzian shape at zero bias. IBM found Kondo temperatures between
Tk ~3 K and Tx ~6 K for Mn atoms in different local environments. These Kondo
temperatures are one order of magnitude smaller than previous Kondo systems
investigated by STM. IBM believes these lower Kondo temperatures are a manifestation
of the reduced coupling of the magnetic moments to the conduction electrons due to the
thin oxide film. For the first time in STM studies of Kondo systems, IBM was able to
measure the splitting of the Kondo resonance in magnetic fields.

IBM also attempted to perform controlled manipulation of Mn atoms on the oxide film
with the STM as part of IBM’s effort towards its next milestone of using the STM to
probe the magnetic properties of artificially assembled nanomagnets. These
manipulations turned out to be significantly more difficult than moving atoms on noble
metal surfaces for two reasons. First, IBM has to keep the tip far away from the Mn on
oxide because there is a high probability of transferring the Mn atom to the tip in an
uncontrolled fashion. It is therefore not possible to slide Mn on oxide with atomic-scale
control. Second, the Al,Os; on NiAl (110) has a rather complicated structure; it is not
commensurate with the metal substrate and exposes different binding sites for adsorbates
in a large surface unit-cell.

IBM has succeeded in moving Mn atoms between locations on the surface by first
transferring them to the STM tip and then transferring them back to the surface at the
desired final location by using an appropriate voltage pulse. This is notable in part
because it is the first time that metal atoms have been reversibly transferred between a
surface and the STM tip. Unfortunately this process has worked reliably with only a
select few STM tips, and IBM is working to understand if this process can be made more
reliable. During these studies of manipulation of Mn on the thin insulator IBM discovered
a major drawback for using Al,Os; on NiAl (110) as the substrate for the atomically
controlled assembly of nanomagnetic structures: when IBM dropped off a Mn atom from
the tip in the vicinity of a pre-existing Mn atom the original atom would always
disappear. Of course that makes the controlled assembly of dimers and larger
nanostructures impossible at the present. IBM believes that other thin insulating
substrates might be better suited for the manipulation of spins and is looking into
promising alternatives to Al,O3 on NiAl (110).

A third experimental avenue in this reporting period was IBM’s work on physisorbed
Hydrogen in the junction of a low temperature STM. IBM found previously that H,
accumulates in the tip sample junction of the cold (10K and below) STM and gives rise to
interesting spectra. In this period IBM was able to conclusively attribute the BCS gap-
like and the negative differential resistance spectra to the same physical origin: inelastic
excitations with saturation of a two-state system. In brief, IBM observed a two-state
switching of the elastic conductivity of the tunnel junction when it is excited by an
inelastic scattering event with the tunneling electron. This is always the case in inelastic
tunneling spectroscopy; however in all previous studies the lifetime of that excited state
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was so short that subsequent tunneling electrons would always see the ground state. Any
time that lifetimes of excited states occur in the range of the average time between
tunneling events, similar spectroscopic signatures to the ones IBM measures must be
expected. IBM therefore believes that this work is relevant to many fields of inelastic
spectroscopies such as vibrational spectroscopy, and may be particularly important in
explaining the observed changes in conductivity and negative differential resistance in
candidate molecular electronics systems.

B. Theory results

1. BU Collaboration: A Comprehensive Theory of STM measurements
of magnetic atoms on surfaces

Scanning tunneling microscopy (STM) has become one of the most basic tools for the
manipulation of matter at the atomic scale. Although this experimental technique has
reached a great level of maturity, the detailed theoretical understanding of experimental
data is still incomplete and/or contradictory.

The most famous example of atomic manipulation is probably associated with the surface
Kondo effect observed when transition metal ions (such as Co) are placed on a metallic
surface (such as Cu(111)) [1]. The surface Kondo effect is the basis for the observation of
surprising phenomena such as quantum corrals [2], and quantum mirages [3], and has
attracted a lot of attention and interest in the last few years. The current understanding of
these observations is based on the assumption that only surface states of Cu(111) are
involved in the scattering of electron waves by the Co adatoms [4]. Nevertheless, various
different experiments with Co atoms on Cu(100) surface (that does not have any surface
state) [5], or with Co adatoms in Cu(111) put close to atomic surface steps (that affect the
surface states) [6] have indicated that bulk (not surface) states are behind the surface
Kondo effect. Meanwhile, the growing theoretical literature in the subject is heavily
concentrated on the surface states alone.

The theoretical understanding of these effects is the main target of this collaboration
between IBM-Almaden and Boston University (BU) researchers. The IBM-BU
collaboration is characterized by the tight link between the experiments conducted at
IBM-Almaden by Eigler's group and the theoretical group headed by Castro Neto (BU)
and B. Jones (IBM). Furthermore, this research has a strong education content since the
bulk of the work was developed by C.Y. Lin, a PhD student at BU, and is the basis of his
PhD thesis.

In a STM experiment one measures the voltage V dependence of the tunneling current, I,
that is, the so-called tunneling conductance, dI/dV , as a function of the lateral distance R
between the tip and the Co adatom (the tip is kept at a distance Z from the surface), and
the voltage V . At low temperatures, below a certain temperature TK called the Kondo
temperature, the experimental data is fitted by [7]:
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where the differential conductance with a subscript "0" refers to the background signal
(proportional to the local density of states of the substrate) A(R) is the amplitude of the
STM signal, q(R) is the Fano line shape parameter, and < $(V') is the dimensionless bias
voltage that can be written as:

.. eV 4+E P
V) = N e (1.2)

where € is a bias offset. Depending on the value of q the tunneling conductance changes
shape as a function of V . This is called the Fano lineshape [8].

It is important to understand the basic physics involved in the problem: when a Co atom
is placed on a Cu(111) surface it can, in principle, hybridize with the surface and bulk
states of Cu. Since the hybridization occurs through well localized d-states of Co, the
Coulomb energy is large leading to a strong magnetic scattering: the Kondo effect. The
theory of the tunneling conductance [7] relates the basic measured experimental

quantities (q, €a ,TK) to microscopic quantities such as the hybridization energies
between adatom d-state and the substrate, Vka, the STM tip and the substrate, tpk, and
the hybridization energy between the STM tip and adatom, tpa. These hybridization
energies are written in term of matrix elements between different wavefunctions. For
instance,

Via = f d®r Yii(r) (Ho + Va(r)) ta(r), (1.3)

where k(r) is the substrate wavefunction scattered by the adatom potentlal HO refers to

the bare metal surface, Va(r) is the adatom scattering potential, and %’ a(T)the adatom 3d
orbital. Similar expressions are written for the tip hybridization energies, tpk and tpa,
where the matrix elements are calculated between the tip and the substrate (adatom)
wavefunction [9].

Since the STM tip can be controlled externally, one works in the linear response regime
where the tip is weakly coupled to both the adatom and substrate. In this case, the physics
of the problem is dominated by the hybridization of the adatom with the substrate and the
STM is just a probe.

The starting point of the theoretical description of this problem is the Anderson impurity
model [10]:

H = Zrkrkgrkg + le kgrkgrg + VidaC Ec‘kgj + Z rﬂrwrm +Unn; (1.4)
ke ke
Py \
where €k is the energy of the substrate electrons, “ke |k creation (annihilation) for

substrate electrons with momentum k and spin 7+ €a is the energy of the d-orbital
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i \
adatom electrons, “ke \“k7) i5 the creation (annihilation) of adatom electrons with spin

7, and U is the Coulomb energy for double occupancy of the d-orbital * g = Ca,0Caz) .

In the limit when Vka is small when compared to the other energy scales in the problem
(the Fermi energy, EF , and U) one can map (1.4), via a Schrieffer-Wolff transformation
[11], onto the Kondo Hamiltonian that describes the problem of electronic spins being
scattered by a localized magnetic moment. As BU showed, however, this is not the case
in the problem of adatoms in metallic surfaces where the hybridization can be
comparable to the other energy scales in the problem. So, strictly speaking, one is not
dealing with a Kondo problem since charge fluctuations are important and hence one has
to use the Anderson impurity Hamiltonian (1.4) instead of the Kondo Hamiltonian.
Nevertheless, BU will follow the tradition and still call the effect as the surface Kondo
effect.

One of the characteristics of the Anderson impurity model is the distinction between
substrate and adatom wavefunctions. Although most theoretical works do not question
the distinction made a priori between these quantum states, it turns out that this
distinction is not completely natural. The reason is very simple: when an impurity atom is
introduced in a metal, it hybridizes with the metallic states losing its identity. However, it

leaves behind a phase shift 9 /N in the original metallic states (N is the total number of
atoms in the system). Thus, the impurity state cannot be really distinguished from the
host states from the quantum mechanical point of view. Nevertheless, Anderson [10]
makes the point that because the d-orbitals are a inner shell, the Coulomb energy U for
double occupancy of those orbitals is large and they must be distinguished from metallic
states where the Coulomb energy is strongly suppressed by screening effects. Thus, the
distinction between these two types of states can only be clearly made when these states
are orthogonal to each other so that the impurity does not cause a direct perturbation in
the substrate spectrum. Nevertheless, even in metals where the electronic bands are
generated out of d-orbitals (such as in the case of Cu), the strong metallic bonding leads
to a large s-wave character of the bands and to very small overlap with the adatom d-
orbitals (that is, these states are “naturally" orthogonal) [12]. Nevertheless, this
orthogonality can only be distinguished a posteriori. In fact, BU has found, by direct
numerical computation, that this is the case in the surface Kondo effect.

Finally, as pointed out by Anderson [10], the orthogonality of these states is not
fundamental for the magnetic phenomenon which is essentially a local effect and all the
subtleties associated with orthogonality become encapsulated into the hybridization
matrix elements Vka which become phenomenological parameters to be obtained
indirectly from the experiment. However, in trying to understand the STM experiments,
and especially the role played by the surface and bulk states, BU cannot simply take these
matrix elements as phenomenological parameters since BU would not be able to separate
the contributions coming from the bulk and the surface of the Cu substrate. Thus, BU has
performed microscopic calculations of these matrix elements starting from the electronic
wavefunctions.
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The theory of the STM response can be obtained by working at very low temperatures
(below the Kondo temperature TK) and assuming a Fermi liquid picture of Nozieres [13]
where the adatom is magnetically screened by the substrate electrons. In this case it can
be shown that the Fano parameter in (1.1) is given by [7]:

tpa + Re F(EF)

= - (1.5)
1= TImF(Ep) o)
where
P tpkVia P
Flw) = e (1.6
) % W — €+ 17 G

is the Green's function that describes the quantum mechanical interference between the
different tunneling paths from the tip and the substrate to the adatom. The amplitude
A(R) can be written as:

A(R) x |ImF(Eg)|? . (1.7)

Moreover, using field theoretical methods (the slave-boson technique [14]) IBM/BU

calculate the Kondo temperature of the adatom directly from the Anderson impurity
model (1.4) as

T = Dexp{—me, /(2A)}, (1.8)
where 2 is the d-level broadening and related to the hybridization energies by
A=7)Y"|Via|* d(ex — EF), (1.9)

k

and D is the electron bandwidth. Notice, therefore, that the STM response depends
mostly on the substrate-adatom hybridization energy Vka, which in its turn, depends on
how the d-orbital of the adatom hybridizes with the surface and bulk states of the
substrate.

IBM/BU’s objective is to develop a consistent theory of these hybridization energies Vka
that can explain the STM data. In order to accomplish this task, one has to calculate the
wavefunction and spectrum for the bulk and surface states of the substrate and the adatom
and their overlap as given in (1.3). From that, one further can calculate the STM response
expressed in (1.1) through (1.5) and (1.7). This study will allow IBM/BU to investigate
how bulk and/or surface states contribute to the surface Kondo effect. The understanding
of this basic phenomenon will open doors for the description of basic physics at the
atomic level that can be studied with STM techniques.

Results, initial model

In IBM/BU’s first manuscript [15], BU considered the microscopic calculation of the
hybridization matrix elements between the different wavefunctions in the problem (bulk,
surface, impurity, and STM tip) with the smallest number of adjustable parameters.
While the spectra for bulk and surface states is readily available in the literature [16],
very little has been published on the actual form of the wavefunctions. Instead of
embarking on a complicated calculation of wavefunctions via heavy numerical
techniques, BU opted for a simpler approach that can provide quantitative results that can
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be directly compared to the experiment as well as intuitive understanding of the problem.
As IBM/BU showed, however, their simplified models have limitations in explaining the
available STM data and more detailed work was required (see next section).

Metallic Cu is a very good metal with a nearly spherical Fermi surface except for the
gaps in the (111) direction. These gaps have their origin in the periodic potential
generated by the ions. Although the Cu states can be obtained from first principle
calculations [16] IBM/BU adopted the nearly free electron approximation and model the
bulk potential with a simple periodic function. Furthermore, in order to study the surface
states IBM/BU consider a semi-infinite crystal where the bulk is located at z < 0 and the
potential outside the crystal is given by the image potential [17]. In Fig. 2.1 is plotted the
physical situation in the problem. The eigenfunctions and eigenenergies for the
Schroedinger equation associated with this potential can be calculated exactly [17].

Viz)

Figure 2.1: Plot of the image potential energy near a crystal surface. The solid dots are
crystal atoms.

With just a few adjustable parameters like the strength of the periodic potential (VO and
V1in Fig.2.1) IBM/BU were able to get a very good description of the band gap in the
(111) direction, the ionization energy of metallic Cu, and the surface band measured in
this material [18, 19]. Furthermore, with a single extra fitting parameter, the width of the
interface layer close to the surface of the crystal (x1 in Fig.2.1), IBM/BU are able to
obtain the correct energy of the surface state in the (111) surface and the energy of a
surface resonance in the (100) surface. These states were observed experimentally by
photoemission [20]. Thus, IBM/BU were able to get a consistent description of two
independent experiments with a single fitting parameter.

Using this simple model for the Cu substrate IBM/BU were able to calculate the

hybridization energies (or matrix elements), and have shown that these matrix elements
are strongly dependent on the direction of the electron momenta, the distance of the
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adatom from the surface, and the actual surface where the magnetic impurity is located.
The hybridization matrix elements oscillate with distance from the surface due to the
interference between the adatom localized state and the substrate states (surface and bulk)
that oscillate close to the surface. IBM/BU have shown that the surface Kondo effect
occurs preferentially with the surface state (when it exists) or with the bulk state at the
Fermi energy that has the largest component of its momentum perpendicular to the
surface.

Nevertheless, the nearly free electron approximation leads to infinite parabolic bands and
when one performs the momentum sums in (1.6) they lead to divergent integrals that
have to be regulated by the introduction of artificial cut-offs. As a biproduct of this free
electron picture, IBM/BU observe that the distance dependence of STM tip amplitude
A(R) in eq.(1.7) has oscillations and in particular IBM/BU find that the amplitude of the

. P
effect vanishes at certain distance 1 from the adatom. The vanishing of AR !indicates

a divergence of the Fano parameter (R*) (see eq.(1.5)). This effect is not observed in
the experimental data where q(R) is nearly independent of R and A(R) is a non-vanishing
function of R. These results, although inconsistent with the experimental data, are
consistent with other calculations in the literature [7] where oscillations in the STM
response are also obtained. Therefore, IBM/BU have found that although the nearly free
electron theory is well capable of explaining the bulk of Cu and also the photoemission in
Cu surfaces, it is not capable of explaining the STM response of adatoms in Cu surfaces.

Results, full mode

Given the difficulties presented by simple theories of the Cu states [15], IBM/BU
performed first-principle calculations of surface- and bulk-state wavefunctions on the
Cu(111) surface in the presence of the scattering potential from a Co adatom, as well as
their hybridization energies to the Co atom in an Anderson Hamiltonian. As the first
step, BU calculated the wavefunctions of a bare Cu(111) surface. Such a surface is
simulated by a supercell of twenty-one-layer slabs separated by eight vacuum layers. BU
employed -- in the framework of density functional theory (DFT) — a self-consistent full-
potential linearized augmented plane wave (FLAPW) method, with the exchange-
correlation potential in the local density plus generalized gradient approximation
(LDA+GGA). In order to further include the potential scattering from a Co adatom, BU
performed another FLAPW calculation, in the local density approximation (LSDA), of
seven-layer Cu slabs separated by eight vacuum layers plus Co atoms of 8-Angstrom
nearest-neighbor distances on the top of the Cu surface layers. The potential difference
between the Co site and the middle of two Co atoms is taken to be the scattering
potential. By using the bare Cu(111) wavefuntions within the energy range of 2 eV
around the Fermi surface as basis, BU diagnonalized the Hamiltonian with the Co
scattering potential included.

Although IBM/BU have written a C++ program to deal with the case of Co on the
Cu(111) surface, it can be modified to deal with any kind of adatom in any surface.
Furthermore, the program can actually deal with artificial lattices of adatoms on surfaces
and can be used, in principle, to study the Kondo hole problem: this is an effect where
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one eliminates one lattice site from a Kondo lattice and observes a Kondo resonance in
the place of the absent adatom, that is, it is an analogue of the quantum mirage effect in a
periodic system - this effect has been observed in Eigler's group [21]. Therefore, the
software developed by IBM/BU can be used by STM experimentalists in order to study
complicated magnetic effects and can possibly help to develop new artificial magnetic
structures in metallic surfaces.

IBM/BU’s computations show that the Co atom is sitting in the crystal-like regime rather
than in the tunneling regime (that is, the Co adatom is strongly hybridized with the
substrate), as a result the bulk states dominate the hybridization energies. This result
agrees entirely with the phenomenology of recent experiments [5, 6] that find the
dominance of bulk states over the surface states and raise doubts on the current
interpretation of the quantum mirage in terms of surface states [4]. Moreover, IBM/BU’s
results lead to a new experimental proposal, namely, that the mirage effect can also occur
in Cu surfaces without surface states. This prediction has not been tested experimentally
so far.

To be more specific: the d-level broadening is calculated directly from the hybridization
energies (without any adjustable parameters) to be 0.18eV. In fact, the STM measured

Kondo temperature is TK near 50K, which, from (1.8), gives A~ 0.2 eVifone uses
well established values of the parameters (eg, first principle calculations find that

= P ) 7 . .

€a ~ 0.9 €} [22], and photoemission results find D near 5.5 eV [23]). Therefore, the
agreement between the experiment (0.20eV) and IBM/BU’s first-principle calculation of
the Kondo temperature (0.18eV) is excellent.

The scanning tunneling spectroscopy is calculated with the tip 2.5 Angstrom above the
Co/Cu(111) surface. At further distances from the surface, IBM/BU find that the wave
functions undergo an oscillatory behavior rather than a smooth exponential decay from
the surface. It is known that this issue arises from GGA in the low density region because
of large scaled gradients, which cause fluctuations in the exchange-correlation potential
[7]. Since the usual spectroscopy experiment has a tip-surface separation of about 5 to 10
Angstroms, extrapolation of the wave function is necessary to carry the results to this
distance.

In Fig.3.1 IBM/BU plot the STM signal A(R) obtained from the first principle calculation
(continuous line) as compared with the free electron calculation (dashed line). One can
clearly see that the oscillations as a function of R are clearly reduced and the first zero,
clearly seen in the free electron case, is not present in the first principles calculation. This
result dramatically indicates the importance of taking into account the full band structure
in comparison with the free electron picture.
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Figure 3.1: Plot of distance dependence of STM tip amplitude A(R) in the free electron
picture (dashed), compared with the result of the first principle calculation (continuous).

Thus, IBM/BU have reached the conclusion that while simple theoretical models [15] are
suffciently accurate to describe bulk phenomena and photoemission data, the description
of STM data can only be done with the use of sophisticated ab initio band structure
calculations. This result should not be completely surprising. STM experiments measure
interference phenomenona that depend strongly on the tunneling path of the electrons
when they move from the STM tip to the adatom. Bulk and photoemission experiments
measure spectral properties that do not reflect any intereference between wavefunctions
of adatoms and substrate. Therefore, the detailed form of the wavefunctions involved in a
STM experiment become fundamental in the inteference effect. Nevertheless, in trying to
figure out this complex phenomenona IBM/BU have developed a powerful computational
tool that is able to describe artificial surface magnetism. IBM/BU hope that this tool will
be helpful in the near future to explain other effects as well as a way to develop new
experiments on metallic surfaces.

IBM/BU have completed ab initio studies of the Co adatom in the Cu(111) surface for
different tip heights. These have been used to calculate the tunneling conductance of an
STM, and to compare with recent experiments of Co impurities in the Cu(111) surface.
Good quantitative agreement is found at short parallel impurity-tip distances less than 6
Angstroms. However, at larger distances, the results indicate the need for a new
formulation of the problem (due to the theory giving a node in the a(R) at 7 Angstroms
(see Fig. 3.1 above), which results in a divergence of the theoretical tunneling
conductance at that point). Good agreement is however obtained for the normalized Fano
parameters, related to the Kondo effect, at all distances.

Conclusions, Milestones and Future Work
In the three years of this collaboration the major milestones of the proposed work have
been reached with great success: milestone 1 — the mapping of the Anderson

Hamiltonian for a single impurity on a surface into the surface Kondo effect, and
milestone 2 - the development of the theory for the surface Kondo effect.
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Furthermore, IBM/BU have been able to explain the STM experimental data and
discovered many misconceptions on the importance of surface states in understanding the
STM data. On the one hand, IBM/BU’s results provide support to the experimental fact
that adatoms hybridize more strongly with bulk states than surface states and that the
surface Kondo effect is dominated by bulk wavefunctions. On the other hand, IBM/BU’s
results raise doubts on current interpretation of the quantum mirage effect in terms of
surface states, a result that may generate controversy in the literature, and possibly a
revision of the current theoretical understanding.

More importantly, as a product of these efforts IBM/BU have developed a software based
on ab initio calculations that is capable of describing the behavior of adatoms in metallic
surfaces and can be used not only to help to understand current experimental data but also
can provide the means to new designs for magnetic devices (the milestone 5 of this
proposal).

Moreover, IBM/BU’s numerical calculations can now be used to understand the Kondo
lattice phase diagram (IBM/BU’s milestone 4) and the amazing Kondo hole effect
observed at IBM Almaden. Thus, besides completing the most important milestones
IBM/BU have made major advances in order to reach the other important targets of
IBM/BU’s collaboration.

IBM/BU also plan to complete milestone 3, that is, the study of the two impurity Kondo
problem on a surface. This is the simplest spin interacting problem with non-trivial many-
body states. The only reason why this milestone was not completed yet is that IBM/BU’s
efforts on ab initio calculations (fundamental for the understanding of the single impurity
Kondo problem) lead IBM/BU in a slightly different direction.

During the evolution of this collaboration there has been significant new breakthroughs in
STM measurements that IBM/BU believe can be studied with the methods that IBM/BU
have developed. One of these measurements is the Kondo hole effect in arrays of Co
adatoms [21] mentioned previously. More recently the IBM Almaden group of Heinrich
et al. [24] has succeeded in measuring the energy required to flip the spin of single
Manganese atoms. The technique essentially measures the g-value of individual atoms
with inelastic tunneling spectroscopy. This is a new technique that does not have a
detailed theoretical description yet and that can produce interesting new results. This
technique, for instance, can be used to study macromolecules (such as DNA) on metallic
surfaces [25]. The STM can be used to first excite a standing macromolecule mode
outside of the phonon continuum. Then, by inelastic tunneling spectroscopy one uses the
STM to map out the location of non-linear excitations such as breathers [26].

In summary, the theoretical techniques developed by this collaboration has the potential
to describe a plethora of effects observed by STM that occur at atomic scale. In this way,
IBM/BU’s theoretical effort not only will be able to help the understanding of the current
experimental data but will also be able to open doors for new experiments and also help
in the design of new magnetic devices on metallic surfaces.
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Theory, continued
2. Towards spin-polarized STM: Magnetic tunnel junctions

IBM has explored the theory of Magnetic Tunnel junctions (MTJ) with nanoscale lengths
in all three directions. With their large spin-polarized currents, such structures are
theorized to be good candidates for attachment to the end of an STM tip, with the goal of
obtaining spin-polarized STM. Theory explored the predictability of the sign and
magnitude of spin-polarized current, and the effect of interfaces on the spin current and
voltage dependences. Information on what spin currents would be produced, and at what
voltages, is critical in order for MTJ’s to be an effective sensor for magnetic effects.
(The experimental construction of an MTJ on this scale for STM was supposed to occur
in the later years (years 5 and beyond) of this contract, but with the untimely end to
funding, much of this and other work proposed for the extension period have not been
performed.)

Summary of results:

IBM’s theory focuses on the role of interface effects, and IBM shows, using a
combination of density functional calculations and phenomenological modeling, that
interface hybridization and disorder have a big effect, in fact changing the sign of the spin
polarized current as it passes through the interface. Calculated effective masses show key
d-electron bands with drastically lowered effective masses, in some cases less than that of
free electrons, the microscopic basis of the change in spin polarization IBM has found,
answering a scientific puzzle. Spin polarization changes across the interface in the space
of only one layer on either side, indicating possibilities of MTJ engineering with surface
layers. Theory gets good agreement with experiment, including calculated voltage-
dependent tunneling magnetoresistance as well as voltage dependence of current. IBM
will soon have a preprint which will be soon submitted to Physical Review.

Details:

Briefly, the challenges of the magnetic tunnel junction system, which has potential for
spin injectors for spintronics as well as for STM, are several fold. Why is the sign of the
spin polarized current opposite that predicted by established theory? Why does the TMR
and spin polarization drop with voltage? Can a theory be devised to explain these results
which does not resort to black box computations or seemingly ad hoc assumptions
specific to a particular materials system? IBM has explanations for the first two, and a
definite yes to the last question.

Key in IBM’s explanation is IBM’s postulate that interface effects, and in particular
hybridization between the metal and insulator, cause a significant change in band
structure and spin density. IBM’s theory uses input from realistic, state of the art density
functional calculations to obtain effective mass and bandwidth parameters for every
relevant band in each layer. IBM uses these to obtain analytical results for the properties
of the system using a phenomenological model. IBM’s density functional calculations
include the case of no explicit interface disorder (but which relaxes into such a state
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nonetheless), as well as the case of one or more layers of a mix of Co and insulator
atoms.

IBM finds that the LDF calculations show a finite, spin-dependent density of states at
the Fermi energy in the interface insulator atoms, such that in fact the insulator near the
interface becomes a magnetic semi-metal. Likewise there is a strongly altered spin
asymmetry for the interface Co. This is true even for the case of no mixed layers, and
simply allowing the atoms to relax into their energetically favorable positions. It becomes
even more pronounced when one or two mixed layers at the interface are introduced, to
mimic realistic growth conditions.

Using the extracted effective masses, IBM has calculated the spin polarized current as
a function of position across the interface, and IBM finds it switches sign within a few
interface layers on either side, going in one measure from -0.3 at 1 Angstrom from the
interface, to 0.2 at 1 Angstrom on the insulating side. The full spin difference is not
reached until several layers to either side of the interface. This sign change is consistent
with the experimental observations. The explanation is that d bands are significantly
changed near the interface, changing the spin balance with the s-p states (which are of
opposite sign). IBM finds the spin current is mainly carried by the d bands, IBM feels
settling a question of some controversy in the community.

As a function of voltage, the current density increases as expected, with the spin
polarization reaching a maximum and then decreasing, as seen experimentally. IBM also
calculates the TMR (Tunneling Magnetoresistance). IBM finds a positive value which
decreases with voltage, also as observed experimentally. With increased voltage, the
effective width of the barrier decreases, and a larger percentage of the insulating region
becomes part of the interfaces, that is, semi-metallic in effect from IBM’s calculations. In
their model, IBM sees an increase in the tunneling from spin down, to eventually catch
up to that from spin up. When up to up is equal to up to down, parallel and antiparallel
configurations will be the same, giving a limiting value of TMR at very high voltages
going to zero. (Other dissipative effects come to play at high voltages as well, which are
not part of this model.)

IBM will soon submit a paper to Phys. Rev. Letters.

This work forms the bulk of the PhD thesis work of the Stanford graduate student Tzen
Ong, whose work at IBM was funded by the contract.

Theory, continued
3. Current-induced magnetization reversal in an STM tip

As observed in the original proposal, at operating conditions, an STM produces current
densities at the tip easily equal to the critical currents for magnetization reversal by spin
torque. If a magnetic material, and especially a Magnetic Tunnel Junction, is to be placed
on an STM tip, this is another important effect which will go into interpretation of
experimental observations of spin effects with such a tip.

During the course of the contract period, IBM finished a comprehensive theory of
current-induced spin torques, finding critically that the switching phase diagrams depend
in a sensitive way on the local magnetic anisotropy fields in the magnetic nanolayers. In
certain simple cases of axial anisotropy, the application of magnetic fields and currents
results primarily in switching of the magnetization when a critical current is reached. In a
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narrow sliver of phase space, in which the external magnetic field is opposite that of the
magnetization, there can be precession which occurs. Since in the case of a magnetic
material on an STM tip, the external magnetic field will be from the surface atoms of the
sample themselves, it would need a strong atomic magnetic moment in order to achieve
this time-dependent state in the tip. In the case of planar anisotropy, however, a new state
is reached: that of the canted phase. That is, application of a current results in switching
not from parallel to antiparallel, but from parallel (or anitparallel) to some canted relative
angle of the moments. How such a canted phase could be used to optimize spin readout
experimentally is still under study.

Most recently (the end period of the contract), the contract funded the work of a
postdoctoral researcher at IBM, Yaroslaw Bazaliy. in the area of Spin-transfer effect in
systems with continuous change of magnetization. Such a system would model, for
example, an STM tip made from a block of magnetic material, large enough to produce
domain walls, or other spintronic applications.

The research in 2004-2005 was concentrated on the current-induced domain wall (DW)
motion. The spin-transfer action of the current in systems with continuous change of
magnetization is described by the modified Landau-Lifshitz-Gilbert (LLG) equation with
the spin-transfer term. The main contribution to the spin-transfer term was derived by
Bazaliy, Jones, and Zhang (1998). Corrections to the main term ("non-adiabatic terms")
were discussed by Tatara and Kohno (2004), Li and Zhang (2004), and Thiaville et al.
(2005). Under the influence of current or magnetic field some types of domain walls
move through the wire as point-like objects. For such "rigid" walls with no internal
structure the complicated LLG equation in partial derivatives can be reduced to a pair of
simple ordinary differential equations describing the domain wall position.

IBM’s main result is the prediction of a new regime of DW motion when both magnetic
field and current are acting on it. In this case there is a regime of "reversed motion" when
a weak current opposing a relatively large magnetic field can overpower it and move the
domain wall opposite to the field. Namely, the current can be small compared to the
critical current I ¢ ~ 108 Amp/cm”2, and the field can be larger than the Walker
breakdown field B_w ~ 10 Oe. This counter-intuitive effect will have a clear experimen-
tal signature. In the systems with pinning potential it will lead to the new oscillating state
of the domain wall, located away from the potential minimum. Such dynamic state can be
an effective building block for spintronic applications.

IBM’s next result is the investigation of the AC current effect on the walls. In real wires
the domain walls are always pinned by the random potential of the defects introduced
during the fabrication of the wire. This random potential stops the field induced DW
motion below the "propagation field" and thus diminishes the possibilities to manipulate
the walls. It is shown that periodic current with right frequency can be very effective in
depinning domain walls in such random pinning potentials.

Overall, these findings suggest that the interplay between the current, magnetic field, and

the pinning potential in the wire can qualitatively change the motion of DW in the ways
which can be useful for practical applications.
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Current-induced magnetization switching in small domains of different anisotropies
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Several recent experimental studies have confirmed the possibility of switching the magnetization direction
in small magnetic domains by pumping large spin-polarized currents through them. On the basis of equations
proposed by Slonczewski for domains with uniform magnetization, we analyze the stability and switching in
two cases which differ by the anisotropy type. One of anisotropy types corresponds to that of the existing
experimental device. Qualitatively different behavior is found in shapes of bistable regions and regions with
stable precession. Stabilization of unusual “canted” equilibria is found in one of the cases. The sensitivity of
the switching pattern to a change in anisotropy pattern underscores the necessity of theoretical guidance for the
interpretation of experimental results. We propose experiments to search for stabilized canted equilibria and
precession cycles. Our study is analytic as opposed to recent numeric work and the method can be applied to
other anisotropy patterns as the experimental interest develops.

DOI: 10.1103/PhysRevB.69.094421 PACS nunider75.60.Jk, 72.25-b, 85.75-d, 72.15.Gd

[. INTRODUCTION “windmill,” because the way in which longitudinal motion
of the current is transformed into the rotational motion of the

Currently considerable experimental intefest is de- magnetization is quite similar to the way in which the longi-
voted to the torques created by spin-polarized currents in tudinal motion of wind is transformed into the rotational mo-
magnet. This interest is in part fueled by the proposals ofion of the sails in the mechanical windmill.
developing a convenient writing process for the magnetic The windmill effect was predicted in the framework of an
nonvolatile random access memory where the reading pr@Ssumption that there is no magnetic anisotropy in the
cess will be based on the magnetoresistance éffecgen-  Pieces. However for the real material one must also take into
eral theoretical framework for the description of such “spin- 2ccount magnetic crystalline anisotropies and the interaction
transfer” torques is set in Refs. 25-27. The spin-transfeith the induced magnetic fielshape anisotropy Clearly,
effect is the nonequilibrium interaction induced by the elec-anisotropy will work against a windmill effect by creating
tric current| flowing between two metallic ferromagnets barriers to reversal. The magnetization motion thus becomes
separated by a normal metal spacer. This interaction is qualfore complicated. The spin-transfer torque now leads to
tatively different from the Ruderman-Kittel-Kasuya-Yosida SWitching between the equilibrium directions defined by the
exchange observed bt 0, and should also be distinguished Strong anisotropy. Such switching results from the competi-
from the interaction with the Oersted field of the current.tion between the energy dissipation described by Gilbert
Spin transfer is a subject of recent interest in the field ofdamping coefficient and energy influx from the electron cur-
spintronics. rent described by spin-transfer torque. Switching happens

One of the particular experimental setups in which thiswhen the current exceeds a critical valaetermined by the

effect can be studied is a thir<(100 nm) normal metal wire @nisotropies and applied external magnetic fietdhich
(called a “pillar” in the papers of the Cornell grotfh) with ~ 9ives potential for memory applications.

two magnetic pieces embedded insee Fig. L If the dis- N this paper we summarize our work on the exact solu-
tance between the magnetic pieces does not exceed the Slymns of the dynamic equation with the spin-transfer term for

diffusion lengthlsq in the normal spacer between them, and

their magnetizations are noncollinear, a current passin

through t?we wire will induce spin-transfer torques, grisingg /y N

from the interaction of electron spins polarized by one mag- L —_—

net with the magnetization of another magnet. Such a setup ]

was originally considered by SlonczewéRiThere it was L. L. M
assumed that both magnetic pieces are isotropic and that ini- Llarge |- S

tially their magnetizations are not collinear. A counterintui-

tive prediction of Slonczews® was that in the presence of FIG. 1. Experimental setup. Currenis passed through a nano-
the current both magnetizations will rotate in a fixed planewire with two magnetic piece¢shaded areasExternal magnetic
keeping the angle between them constant. This was calledf&ld B can be applied in an arbitrary direction.
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several types of anisotropy. Our results were briefly reportedietic piece switches from orientation to the other; thus we
in a series of short publicatio8*° There were other at- will call it a “switching diagram.” In this paper we calculate
tempts to incorporate anisotropies including approximated section of the full four-dimensional switching diagram for
treatments in earlier experimental repdft$? An extensive certain directions oB and certain anisotropies. Our method
numeric treatment of a particular experimental situation wa§an be applied to similar calculation for other directions®of
given by Surf® Later, a numerical calculation was used by @hd other anisotropy tensors as the experimental need in
Grollier et al® to find critical currents for a certain anisot- them will arise.

ropy. In contrast, our approach gives exact results and there- NOte that for technical applications in the memory writing
fore can be very important for the comparison of experimenPrOC€ss one is interested in finding anisotropy tensors which
tal results and the spin-transfer theory satisfy the following conditions(a) there is a section of the

Currently, experiments are performed with structures inghase diagram at a fixed external fidy where Ms is

which one of the magnetic pieces is much larger than th istable atj=0; (b) the two metastable states differ in a
other. This brings a considerable simplification into the prob%roperty that is easy to measure, usually in their resistivity

. " . ‘which depends on the angle betwelly and M ; (c) by
lem as follows. At a given current densitthe spin-transfer passing a current one can switch back and forth between

torqueTs; is proportional to the cross section of the wire. At these two metastable states. However for the purposes of
the same time the torquég created by the anisotropy terms testing the theory of spin-transfer torques it is reasonable to
are proportional to the volume of the magnetic piece. Therestart with the cases where the phase diagram is simplest, can
fore the ratioTs/T,~1/L, wherelL is the length of the pe calculated exactly, and then compare theoretical and ex-
piece, and the small piece will be affected by the spin-perimental results. We will discuss the structures considered
transfer torque starting from a much smaller valug.@ne in this paper in terms of their potential for application in
can therefore neglect the effect @f; on the large piece, memory devices in conclusion, Sec. V.
called a polarizer, and assume its magnetization to be con- A current can also act on the magnetic pieces in a more
stant. Torques on the small piece then occur from spinconventional way through the magnetic field induced by the
polarized itinerant electrons coming into it either directly current (Oersted fielsl Such induced fields are always
from the large piece or after multiple reflections between théresent, and their effect, used in existing technical
pieces. Magnetizations of the large and small pieces will b@pplications’® can be much larger than that of electron spin
denoted asd, andMg, respectively. transfer. However induced magnetic fields decrease as the
Our method of finding the switching diagram is as fol- size of the structure goes down and at sufficiently small size
lows. We assume that the analyzer is in a single domain stafgeir effect will become negligible compared to the spin-
and therefore its magnetization is described by the modifie¢fansfer effec{see Appendix A
Landau-Lifshitz equation with spin-transfer term includéd. If the size of the pieces is larger than the domain wall
For each |,B) point we find the equilibrium positions & g vv_ldth, the magnetization may not be u_nlform throughout the
and then analyze their stability exactly. Knowing the naturePiece. In this case continuous equatigné must be used
of each and all equilibria we can construct the topology ofinside each piece to determine the magnetic configuration.
the time-evolution flow ofMg (phase portrajtand predict Our previous rgsuﬁ showed that for Iarge current densities
qualitatively the overall behavior of the system. As the pa_substa.ntlal dewatpns from tlhe easy-axis d|rect|qn can result
rameters change, the nature of some equilibria changes fro@f the interface, which heal in an oscillatory fashion into the
stable to unstable, at which point the whole phase portraipulk with a length scale comparable to the domain wall
changes. This is when the switching occurs. Sometimes nefidth. In the present paper we assume that the small mag-
ther of the equilibria is stable which implies the existence offetic piece is sufficiently smaller than the domain wall width
stable cycles, becauséds moves along the compact mani- N a!l dlregtlons, and treat it as magneycally uniform. Nu-
fold (spher@. Such stable cycles were first considered for americ studies of some nonuniform configurations were done
particular setuff and observed numericafy.Due to energy in Refs. 35-37. _ _
dissipation they would be impossible without the current. The paper is organized as follows. In Sec. Il we discuss
However forj #0 there is a constant supply of energy which the modified Lgndau—Llfshlt; equation with spm—transfer_
feeds the periodic motion dfl s. term.,_and describe hovy we find eqwhbna a}nd analyze their
To test the theory, one would like to be able to control thestabmty. In Sec. lll we @scuss thg “axial” anlsotrqpy pattern
direction of the magnetization of the polarizer with respect tofor Which the calculations are simpler, but which is more
the anisotropy directions of the small piece. The easiest Waglfﬂcult to reallge experlmental_ly. The_aX|aI case is used as
to changeM, is an application of the external magnetic field @1 €xample to introduce and discuss important concepts and
B. Of courseB will also act on the small piece and must be apprOX|mat|ons_wh|ch we then_ use in Sec. IV to analyze the
taken into account in the equations of motion. The propertieStructure used in actual experiments of the Cornell grdup.
of a system with a given anisotrop¢;, can ultimately be I_n Sec. V we make con_clusmns and describe several sub_tle-
presented as a phase diagram in the four-dimensional spafiS that were ignored in the present paper but may be im-
of parametersj(B) with spin-transfer effects determined by portant in a real experiments and call for further work.
the magnitude of the current and by the direction of the spin
polarizerM, =M/ (B). Different regions of such a diagram
would correspond to different stable directionsh. The To write down the conventional Landau-Lifshitz equation
boundaries between them will show where the small magwe need to know the magnetic energy of the small piece. It is

II. DYNAMIC EQUATION FOR THE SMALL PIECE
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given by a sum of intrinsic anisotropy term, shape anisotropy  _ Jex Y it

term, interaction with external magnetic field, and exchange @n= 7( B+ VS)' (wk)jj :M(Ki(jm D —47MN;))
interaction with the large piece. We approximate the shape of
the small piece by an ellipsoid, so that the shape anisotropy

e = hoj1 a
is given by a demagnetization tenddy : %8 PN -
YiTv2iem T wm ©
E: E(_Ki(lintr)nink+47TMiNikMk)_BiMi_JexSini , Coefficientswy, wx, and o; have the dimension of fre-
Vo2 quency. The first two quantities are given by the regular ex-

oY) pressions for frequencies associated with magnetic field and
where M,=Mg; is the magnetization of the small piece, anisotropy energy. The Fhird one is the new expression for a
Kt js the intrinsic anisotropy tensor, add, is the ex- ~ requency associated with a current.
change coupling between the pieces across the spacer. Vec- The behavior of the small piece will be cgmpletely deter-
tors n ands are unit vectors along the magnetization of themined by these parameters. The orientatiomgfands vec-
small and large pieces, respectively. According totors with respect to the principal axis of the anisotropy tensor
Slonczewsk?® the modified Landau-Lifshitz equation fM o, is the only connection between the spin space and real
has the form space that exists in the problem. For example, the direction
of the currentj with respect to the anisotropy axis is irrel-
evant. The only thing that matters is which of the magnetic
pieces is upstream and which is downstream with respect to
) the flow of electrons, so the current is a scalar variable. As
+ ZﬁAJ—g(P,sn)(nX[sx n)+a[nxn], (2) explained above, the dependerses(w,) is given by the

V2 e properties of the polarizer.

The vector equatiod) has the form

Me— iy = m
i

wherey=gug/# is the gyromagnetic ratio/ andA are the
volume and crp;s—segtion area of the pie?zés the_GiIbert n—a[nxn]=F(n), (6)
damping coefficientP is the degree of spin polarization of

the electrons coming out of the large piece, and the spinvhere we have moved all terms with a derivative to the right.

polarization factorg(P,sn) is given by First we transform this vector equation o(t) into a system
of equations on the polar anglegt), 6(t) which are de-
(1+P)3 fined in the standard wafsee Appendix B for derivation

g(P,sn)= f(P)=

f(P)(3+sn)—4; 4p32 @ This gives

The second term in Eq(2) represents the spin-transfer sing -«
torque. Details of the derivation can be found in Ref. 26. We
would like to emphasize that calculation of the spin-
polarization factor is a subject of many papers and the issugy
is not completely resolved at the present time. Its magnitude
was investigated in different regimes as a function of the ‘qg] 1

¢ :{vmm]

.0 U0(¢,6)

1/sing —alsing| (v,
: (7)

Uy

-« -1
To find equilibrium positions one must solve

—asing -1

degree of spin polarization in the ferromagnets, properties of
the boundaries, mean free path, and spin-relaxation
lengths3®~%° Here we use the expression derived by
Slonczewsk?® It is generally true for all expressions of the
spin-polarization factor that it is a growing function of the vs=0, v,=0 (8)
angle betweers andn with maximum value reached for the
antiparallel configuration. The physical meaning of such d&om which all equilibrium points §;,¢;) would be ob-
behavior is rather simple: since it is harder to pump the curtained. Near each equilibrium E() can be linearized,
rent through the antiparallel configuration, the process gen- .
¢
i

0 _l+a2

(9U0/(9¢ ) 609/6’0

erates more torque. For example, for a complete spin polar-
ization the resistance of the antiparallel configuration is
infinite and correspondinglg(1,—1)=0o. Comparison with

experiment can show how accurate were the assumptions 1 |lUsing —alsing| . (8¢
made in Ref. 26 to derivg. = A 1 V[ s }
Equation(2) can be rewritten in terms of 1ta @ 4
) .. . [6
n=[(wy+wxn)Xn]+w;g(P,sn[nX[sXn]]+a[nXn] =D 5(2] 9
=F(n)+a[nXn] (4)

We will call D a “dynamic matrix.” It's eigenvaluesu; »
with rescaled coefficients determine the nature of the equilibrium. When the eigenval-
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ues are complex conjugate, ,= Reu*ilmu, one has a fo- In the axial case we have a special propegtis independent
cus, which is stable for Re<0 and unstable in the opposite Of ¢. Also, Egs.(10) were derived with the assumption that
case. For two regk’s one has a stable center fag ,<0, an the direction ofs does not depend oB. In reality the polar-
unstable center for € u; ,, and a saddle fop ;<0< u,. izer will be switched by sufficiently large negative magnetic
Below we are going to calculate the switching diagramsfield andv 4, v, will change. We will discuss this issue at the
for two experimental situations. The first one is simpler andend of this section.
easier to interpret, but requires a modification of structures When w;#0, the system can be only satisfied if §in
used in experiment. The second one corresponds to the actuab, i.e., the only stable positions ofon the unit sphere are
experiment of the Cornell grouf,and shows a much more the North and South Poles, independent of the current value.
complicated behavior, including the stabilization of newFor ;=0 there is an additional set of equilibrium points: a
“canted” configurations which would never be stable with- parallel determined by ca=—w,/w .
out the current. Our next step is to determine the stability of equilibria.
Equation (9) cannot be used directly when 40 [at ¢
Il. AXIAL CASE =(0,m) the mapping of the spherical surface on th )
plane is singuldr To study dynamics in the neighborhood of
these points one has to either change the directian afis
Assume that the polarizer is characterized by an easy-axisr use the local nonsingular coordinates, exgs,6 cosd¢,y
anisotropy. The small piece has a uniaxial anisotropy with=#sin¢g, near the North Pole. The latter proves to be easier.
respect to the same axis, with the total anisotropy energWe get
F—
0

given by
) X
K -
where v is the direction of the axis anil can have either . . ) .

sign. One will have an easy axis fr>0 and an easy plane Substitute ¢,6) from Eqgs.(9) and (10), and linearize Eq.
for K<0. Next, assume that the external magnetic field ig1D in (x.y):

also directed anng}. Such situation witiK >0 was consid- .
ered befor& using a different method. X _ 1 5 [X] (12

y 1+ a? ' y)’

The total anisotropy of each magnetic piece is given by a
ropy. The shape anisotropy will be an easy axis for a long _ {_[wjgn+a(wH+wK)] —(ou+ wk— aw;gy)

A. Axial case switching diagram

—6@sing cos¢
#cos¢p sing

sum of the magnetocrystalline anisotropy and shape anisot-

cylinder (L>2R, whereR is the wire radius and an easy D;=

plane for the disk Il <2R) with v along the wire. To obtain

the total anisotropy with the same axis, one has to choose a _

. . . i ; g,=9(P,1).

material with a uniaxial anisotropy along a certain crystal

axis and grow it with this axis being parallel to the wire.  The Gilbert damping coefficient is small and we expand it
For example, it was fourf§*’ that cobalt nanowires grow up to the first order. Then the eigenvalues of the approximate

with intrinsic easy axis perpendicular to the wire for large dynamic matrix are

wire diametersR=25 nm (“thick wire” ) and with easy axis

along the wire for smalleR (“thin wire” ). With a thin wire un=—0;9(1) — a(wy+ wk) *iloy+ ok — awv;g(1)].

one can realize botK >0 andK <0 cases. Fot s> 2R the 13

shape and magnetocrystalline anisotropies add to an easy ,

axis along the wire. Foks<<2R they subtract and the total _ S€veral general remarks should be made. We deal with

constant is given by =KD —47M2. If M is sufficiently 2X2 dynamic matrices the eigenvalues of which always

Iarg(c)ae, one r:1?513 an easy pI%?ne anisotropy. For cdbais ~ have the form

X 10° erg/snt andM =1.4X 10° emu, so a$ g is decreased,

there will be a transition from an easy axis to an easy plane. p12=Aloy, 0) = VB(oy,0)).

We find (v 4,v4) according to Appendix B, where for the
axial case

oyt wg— awig, —[wjght a(oy+ wy)]

(14)

Two important lines in the ¢ ,w;) parameter space are
defined by equationd=0 andB=0. In theB<0 domain
the eigenvalues are complex conjugate. Here crossing the
=0 line means changing the nature of the focus between
and we are free to chooge= ». The calculation is straight- Stable and unstable. In tf&>0 both eigenvalues are real.
forward and we find that the equilibrium positions are givenThe A=0 line is irrelevant, but two additional lines emerge:

F=[(oy—K(n-v)v)Xn]+w;g(P,sn[nx[sxn]]

by w1=A+B=0 and u,=A—B=0. They divide theB
>0 domain of the parameter space into three regions where
U 4= wySinf+ wycoso sin =0, (10 the equilibrium is a stable focus, an unstable focus, and a
saddle. The general situation of such a division is shown in
v y= w;g(cosh)sin6=0. Fig. 2.
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B=0 (I) easy-axis in small piece

A=0

FIG. 2. Generic shape of the switching diagram near the cross-
ing of the A=0 andB=0 lines(see text (I) stable focusA<O,
B<0; (ll) unstable focusA>0, B<O0; (Ill) unstable centeB
>0, u1>0; (IV) saddleB>0, u;<0<u,; and(V) stable center
B>0, u;,<0.

In the axial case the situation is degener&e:0 every- FIG. 3. (Color online Switching phase diagram for the axial
where. The North Pole is a focliexcept for the line given case.(l) Easy axis in the small piecétl) easy plane in the small
by wy+ wx—awj g(1)=0, where it is a centgrwhich is  piece. Regions are marked either by listing possible stable configu-

stable for rations(thick arrow representsand thin arrow represents or by
PS which is the precession region. The small hatched regions are
a(wy+ wg) discussed in Sec. Il B. Time-evolution flow on the projected sphere
WjN= T W (15 (N is mapped to infinity and S to the origirs shown for the case

of easy axis:(A) For stable North Pole(B) for bistable region,

We see that the “critical current” needed to get to the stabil-(C) for stable South Pole, an@) for stable precession cycle. The
ity boundary is proportional to the smail. This will be the  easy-plane flow is slightly more complicated, as explained in
case for all equilibria we consider in this paper. In that senseppendix C.
the switching current will be sometimes obtained by expand-
ing the formulas in smally;~ a(wg ,wy). Experimentally, gs=9g(P,—1). (16)
however, the “small” currents are of the order "18/cm?.
We will comment on the other instabilities happening for
large currentsw;~ wy ,wy, but these instabilities are not I _ b N
probed in the p#esent-day experiments. #s=0i9(—1)F alon— o) iloy — o= aog( 12|17)

Switching happens when the equilibrium changes its na- - o
ture from a stable to an unstable focus. Without the curren@nd the stability condition is
the focus is stable due to the positiveness of the Gilbert
damping coefficienty, which, in turn, is the consequence of wis 2 7
the energy dissipation in the magnetic piece. The equilibrium . g(P,—1)
becomes unstable not because the potential energy changfige regions of stability of the North and South Poles are
from a local minimum to a local maximum or a saddle, butghown in Fig. 3. In this figure we also show the flow pattern
because the total damping gets negative. The physical reasgg the unit sphere. To do that we project the sphere on the
is the possibility to extract energy from the flow of current pane 5o that the South Pole is represented by the origin and
through the piece. Here it is useful to note that the spinyne North Pole is projected to infinity. First of all, we see that
transfer term in Eq(4) cannot be absorbed by a change ofihere is a region where neither equilibrium is stable. This
the energyF, i.e., it is not a gradient of any function. To || pe discussed in the following section. Out of the other
prove this statement one can check that the curl of the spifyree regions two have just one stable state and the third one
transfer term is nonzero. . hastwo stable states. In the former cases any initial position

For the South Pole we perform the same linearizationgt n on the sphere evolves into the corresponding stable
The nonsingular coordinates now ase=—3560C0Sé, Y equilibrium. In the latter case, the sphere is divided into two
= — d@singwith 5= ¢— m and the dynamic matrix has the parts: the basins of attraction to both equilibria. This situa-
form tion closely resembles the one with one absolute minimum
and one metastable minimum of energy. However one has to
remember that energy is not conserved in the presence of the
W~ WK~ awiJs wjgst+ a(wy—wy) |’ current and we obtained the information about the flow and

The eigenvalues are

. a(wy— k) (18)

B —[wjgsta(oy—wk)] oy~ ok—awds
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stability of equilibria not from the energy minimization, but 1 1

from the dynamic equations analysis. The phase flow dia- g(x)= P 3+x—4 TP\ x+ &)’ (22
grams for cases with one and two stable points are shown in

Fig. 3(A,B,C). In Fig. 31,II) we show regions of stability,

indicating bistable regimes which will produce hysteresis ¢=3— —,
upon switching in current with fixed magnetic field, for ex- f(P)
ample. where, according to Eq(3), Pe[0,1] correspondsf(P)

When a current is changed at fixeg); the system will ~ c[2 + ) and&e[1,3], and cast Eq(20) in the form
follow a vertical line on the phase diagrams shown in Fig.

3(L,I1). If this line crosses the bistable region, a hysteretic wjwg
behavior will be observed. For example if one starts from the af(P) w(w= oyt éwy). (23
domain where only parallel configuration is stable and de-
creases the current, the configuration will be stable all the Solutions of this quadratic equation on the inter¢2d)
way down tow;y line, where a switch to the antiparallel are analyzed in Appendix C. First, it always has one solution
configuration occurs. If one goes back by increasing the curin the PS region of the switching diagram. For this case the
rent, the antiparallel configuration will remain stable up toflow on the sphere is shown in Fig(D3. It is somewhat
the wjs line. At both switching points a jump in the resis- similar to the flow in Fig. 88): in both cases the upper and
tance of the wire will be observed due to the giant magnetower parts of the sphere are separated by a cycle, but it is a
toresistance effect. The case whendhe=const line crosses stable cycle in the former case and an unstable one in the
the precession region will be discussed in the following sectatter case.
tion. Second, Eq(23) can also have solutions outside of the PS
region. To understand what happens, recall that our stability
B. Precession states in the axial case analysis of the equilibrium points cannot predict the number
of cycles between equilibria. It turns out, that when E28)
%has solutions outside the PS region, there are two cycles
Between South and North Poles: one stable and another un-
&able. An unstable cycle separates the stable cycle and the
s}able equilibrium. This situation will be called a “cycle-and-
ole” state. Its domain of existence is shown in Figl,IB)
y the hatched regions and is labeled as-RSor PS+S on
balance between the energy influx and it's dissipation the switching diagram, where the second letter dpnotes the
' stable pole. The cycle-and-pole state transforms into a state

an'”#ﬁ?ﬁga;g@g% ?Q:Zﬁ': gfoiq;fg”i (cj:?eesBTJ?tir?I}[/r?eWith a single stable pole when stable and unstable cycles

'yl it i miw.” be ci I'y ' d merge and annihilate. This event happens far away from the
axial case Itis gasy 0 guess il be circling around a equilibrium points and therefore cannot be detected by
parallel determined by an angh, such thaté=0. From  sdying their stability.

It is important that there is a region on the diagram wher
both equilibrium points are unstable. Since the sphere is
compact manifold, this necessarily means that there exists
stable cycle, around which performs a periodic motion. Of
course, the energy is still dissipated due to the presence
the Gilbert damping term in the equations. But it also can b
drawn from the current. In the precession state there is

Eq. (7) this means It is instructive to follow the transformation of the flow
0 pattern asw; changes from large positive to large negative
=, 9(cosbo) +(wy+ wkCOSHy) =0, (190  valuesatafixea,, . For example, let us consider the case of

0k <0 and choosevy so that during the; sweep we will
_ cross both the PS region and PS region(see Fig. 4 At
¢= wy+ wCoSH,. w;=wjy the North Pole becomes unstable. A stable cycle
. . . nucleates around it and starts to grow. Wheneachesy; s,
These eq“?""”s give the position of the cycle and the freé\n unstable cycle nucleates around the Shguth Pole. +Sk1is pole
quency w= ¢ of the precession. The sign of gives the  pecomes stable and is now separated by the unstable cycle
direction of precession. We see thatdoes not enter EQ. from the stable cycle. The stable and unstable cycles move
(19). From the second equation o@s=(w—wy)/wk, SO We  towards each other, until they collide at somg and anni-

reduce the system to one equation hilate. After that, only the South Pole is stable.
If we would increasew; from a negative value, we would
ﬂg( “” “’H) +w=0, (200  Observe how aij; two cycles are created on the sphere and
o Wk then travel to the opposite poles. First the unstable cycle

would reach the South Pole a=w;s and disappear, then

the stable cycle would reach the North Polawgt= wjy and

disappear as well.

(22) When thewy =const line crosses the PS region but does
not cross the cycle-and-pole region, the behavior of the
stable cycle is simpler. As one enters the precession region,
the stable equilibrium becomes unstable by developing an

We rewriteg(x) as infinitesimal stable cycle around itself. Upon going further

which, due to the requirement 1<cosf,<1, should be
solved on the interval

W_SOSw,y,

w_=wy—|wk], o;=oy+|ogl|
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; current excites ferromagnetic resonance modes in the small
magnetic piece.

In the easy-plane case{<0) the PS region includes the
points withw;=0. At zero current the precession frequency
is always zerdthis is just a statement that any direction in
the easy plane is an equilibrigmFor the small current;

—0, we havew—0 and its sign determines the direction of
the precession. In this regime the teiw—0 on the

PS

stable cycle

t right-hand side of Eq(20) can be neglected. This gives
. stable cycle current » wj
unstable cycle @ af(oy/og+§)’ 9

To estimatew; we can approximate the magnetizatighof
the ferromagnet bM = ug/a® wherea is the lattice con-
stant. Then

- cycles merge

OLLLO OO

11
Is

a3
M el

('DI\_.

Takinga=0.5 nm,l ;=10 nm we estimate

P ;(1/9~780 (Alcm?).

FIG._ 4. (Color onling Evolution pf the stable equ!llbrl_a and Let us further assume=0.05 andP=0.5, so thatf =2.4.
cycles in a current sweep. The regions are marked like in Fig. 3.~
The value ofw,, is chosen so that both pure precession and “cycle-g_ 1.3. Then
and-pole” (hatched regions are crossed. Appendix C discusses the 6.5x 10°
phase flow in greater detail. :

= wH/wK+ 13J

1

w
S

A
cn?
S N
Zn the small current approximationd;|<|wg|) used to ob-

H@i” this formula it is appropriate to consider thaf,/wg
[—1,1] in the precession region.

into the PS region, the size of the precession cycle becom
larger and eventually the magnetization of the small piec
precesses along the equator of the unit sphere. After that, t
precession cycle begins to shrink around the other equilib<
rium. It finally converges on the other equilibrium and makes

it stable. Thus as one crosses the PS region the angle of D. Polarizer switch by external magnetic field
stable precession continuously changes betwge® and Everywhere above we implicitly assumed that the polar-
6=. The resistance of the wire will change continuouslyjzer does not change its direction regardless of the magnitude
between the parallel and antiparallel values. of the external magnetic field. In real life this is of course not
true. Even if the polarizer is made from a very hard magnetic
C. Evaluation of the frequency material, large enough negative magnetic field will switch it

The precession state is an interesting candidate for obsef1t0 the opposite direction. How will that change the switch-

vation with a magnetic force microscope, which can detect"d (j|agrams conS|d_ered above?

the oscillations of the magnetic moment by the mechanical F"‘?‘t Of_ all, the diagrams _must be now qut off at some
response of its cantilever and measure their frequency. It i8€92tive fieldwyp corresponding to the coercive force of the
shown in Appendix C that as one performs a current sweep &tlarizer. As drawn, they are valid only fary>wpp . Sec-

a fixed wy, through the precession region two situations are2nd: from the symmetry of the E@4) it is intuitively clear

possible. If at a giveno, the cycle-and-pole state does not (and can be derived mathematicajlyhat with the polarizer

exist, the frequency of oscillations changes in the imervapwitched to the opposite direction we can use the results for

wnt|w|. If the cycle-and-pole state exists, the frequencyt® POINt (wj,— ) on the already available switching dia-

changes in the intervélwy — |wy|, ] (see Appendix C for gram. The corresponding equilibrium directions of the ana-
details. The possible value ab, ’hccjwever depends on the lyzer will be the same relative to the new directionsofThe

location of the precession domain on the parameter plane. new syv!tching diagram will b? a mirror reflected ima}ge of
For the easy-axis case one has the original one. Note that this symmetry argument is only

valid when vectors andB lie in one of three planes formed
g(—1)+g(1) by principal axes of the anisotropy tensog , which is true
wy< TOKG— 1) —a(l) < in all cases discussed in the present paper.
g(-1)—9g(1) . ; . .
If during the experiment some polarizer switching events
in the PS domain. Therefore by the order of magnitude preeccur, both switching diagrams, for the original direction of
cession has a frequency @f and higher. In other words, the the polarizer and for the reversed direction, have to be used.
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o o sume that a specific direction of the external magnetic field,
namely,B, is collinear with the easy axis of the pieces. In the
paper of Suft this arrangement is called an “on-axis” ge-
ometry. We will denote the strength of the easy-plane anisot-
ropy by ,=0 and the easy-axis anisotropy y=0.

We note that in the actual experim&hthe polarizer was
designed to switch in a very low magnetic fiéftiTherefore
only thew;>0 part of the switching diagram is probéske
Sec. Il D). However we present results for arbitrany
which can be useful for the future setups.

The “axis and plane” anisotropy has both cases consid-
ered in Sec. lll as its limiting cases. If we sef=0, equa-

FIG. 5. (Color onling Switching diagrams for the easy-axis case tions will reduce to those of the “axial easy axis” case for
with the polarizer switching at the coercive fiefdw,p. It is as- @,>0 and to those of the “axial easy plane” fay,<0.
sumed thatwyp| is less than the field of precession state onset. TheHere we want to remind that spin transfer is independent of
left panel shows the diagram ferprepared pointing along the z the relative orientation of the curreptand spin polarization
direction. At o= —wyp a polarizer switch to the-z direction s (see Sec. )l What matters is the relative orientation ®f

occurs after vvhich the r@gh.t panel is applicable. The polarizer, i1, respect to the principal axis &. If one could prepare
switches back if the_ field is increased up-tawyp. Then the left a sample with pure easy axis perpendicular to the wire and
panel becomes again applicable. put it in the external field along this axis, the system would
behave in the same way as the axial easy axis of Sec. IIl.
To study the axis and plane case we will use two coordi-
nate systems, characterized by differemtxis of the spheri-
cal coordinates in the spin space. In thesystem, thez axis
IV. AXIS AND PLANE CASE is perpendicular to the easy-plane, and inzhesystem it is
aligned along the easy axignd s). We do that to avoid
Here we expand the treatment for the case when all thregorking with equilibria near the North and South Poles,
principal components ok are different. In particular we which are the singular points of the polar coordinate system.
will assume that the small piece has two contributions toAs we saw in Sec. lll, one has to modify coordinates to study
anisotropy: an easy plane and an easy axis that is directed the stability of an equilibrium point if it happens to coincide
this plane. This is the actual anisotropy pattern of the Cornellvith N or S. We will see that in the axis and plane case there
group experimen? (see Fig. 6. Magnetic pieces there are are four equilibrium directions af: two collinear directions
thin disks—that give an easy-plane contributionatp (the ~ N17Ts, nT]s and two canted directionsc andnp . If only
plane is the plane of the disk, i.e., in this experiment it isone spin coordinate system is used, some of these directions
perpendicular to the wile The easy-axis contribution comes under certain conditions approach N and S. By using two
from either magnetocrystalline anisotropy that has an axi§oordinate systems one can avoid the difficulties in studying
perpendicular to the wire, or from the additional shape conthe stability of those equilibria.
tribution in the case of the noncylindrical nanopillar studied
in Ref. 11. In accord with the experimental setting we as-

Oy (&

An example of this is shown in Fig. 5 for the axial case with
analyzer having easy-axis anisotropy.

A. Calculation in the z, system: Collinear equilibria

The magnetic field is given by?szHe)(, the polarizer
direction bys=¢,, and the anisotropy tensor by

w,; O 0
(:)K: 0 O 0
0 0 —w,

We now substitute that into E¢4) and following Appendix
B we derive

v 4= —hcosf cosp—(K,+K,cos¢)sind cosd—Ig sing,

B vy=hsing+K,sinfdsing cos¢—1g cosh cosa,
< (25)
FIG. 6. (Color online Schematic view of the Cornell group
“nanopillar” and its anisotropies. g=g(sinfcose,P).
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1. Equilibrium directions ofn Therefore small current can switch between stable and un-
First we observe, that Eqé25) can be rewritten in the Stable foci. In the present casi{(wy,w)) is positive for

form — (0t wp)swys=—w, and negative otherwise. We may
conclude that everywhere inside the interfal (w,+ wp),
vg=cosf[ —hcos¢—(Ky+ K,coS¢)sind]— g sing, —w,], except very close to its ends where the square root
term and the first term are comparable, the eigenvalues
vg=sind(h+K,sinf cos¢)—I1g cosh cose, are real numbers with opposite signs and so the equilibrium

is a saddle. In terms of Fig. 2 regions lll and V become very
. . e S narrow wedges and we ignore them in our discussion. Out-
=0. This defines two eqU|I_|br|um directions of parallel side of the interval — (w,+ w,), —w,] the equilibrium is a
(na:0=m/2, $=0) and antiparallel fg: 6= m/2,p=m) 10 50,5 stability of whichagain everywhere except very close
s. Positions of these_ equmbrla do not de_pend on the_ CUITen, the ends of the interval where higher-order terms indhe
and applied magnetic field. In tte coordinates we will be expansion will play a roleis determined by Re,<0. We

studying only those two equilibria. Other equilibria will be et two conditions for the stability region of the. equilib-
studied in thez) coordinates. get tw . ity regi g, equili

which clearly shows that there is a solution @s€0, sing

rium:
2. Stability analysis of the collinear equilibria Dt 20, o
For an arbitrary point ¢, ) one has the expansion w;=— aW’ 27)
vy |V Vi 5¢)
= ) 26 <_ = .

. . . For the antiparallel equilibriummg we have
V1= wyC0SH Sin ¢+ 2w ,Sin O COSH Sin ¢ COS P g B

;g9(—1,P) —opt (0t )
—wytw, —wjg(—1,P)

— w;g cos¢— w;fg?sin o si ¢, Fom

V1= wySin @ cose + (Sinf §—cos ) (w,coS ¢+ w),)

+wjfgzcosa sin ¢ cos¢, and the dynamic matrix

V,1= w3 C0S¢+ w,SiN §(coS p—Sirf ¢) b _‘ 1 —a
B=|_, —1/'B
+ ;g cosfsing(1l—fgsingcose),
: . wng_a(_wH+wa) —wH+wa+wp
V2= w,€0S6 Sin ¢ COSp+ w;g COSe(sind = oo, 0 Gat(— on-+ g @)

+fgcogbcose).
with gg=g(—1,P). The eigenvalues are
Now for the equilibrium directiom, we obtain

mg=wj0g— a(— oyt w,t+ wy/2)

- —0;9(1,P) ot (wat op)
B Wyt wy wjg(l,P) i\/—(wa—wH)(wa-i-wp—wH).
The dynamic matrix for si#=1 is given by Now B(wy , ;) is positive forw,< wy<w,+ , and nega-
tive otherwise, and the conclusion, valid again everywhere
D.— 1 —a v except very close to the ends of this interval, is that inside
All—a -1 the interval the point is a saddle and outside it is a focus. The
stability of the focus is given by Re;<<0. Together with the
_ ‘ ~0jga~ a(oyt wy) wpt wat wp domain of existence of the focus it gives two conditions
—(wyt+wy) —lga—a(wy+ o+ o)’
. . —2wy+2w,+
whereg,=9(1,P), and has the following eigenvalues: wj=<a f;’g( 1(»;) wp,

ua=—[o;gat a(oyt o+ wy/2)]

= = (an T @a) (on + @at @p). OHZ@aTp OF OH=®a.
Here we calculated up to the lowest orderdnWe see that
in terms of the discussion of Eq14) the expression for ] o ]
B(wy ,w;) contains zero order terms, i.e., small current can-  First we repeat the derivation af,,v,. The magnetic
not change its sign and we may neglect the higher termdield is equal towy= wye,, the polarizer direction is given
HoweverA(wy ,w;j) starts with terms linear inv and ;. by s=e, and the anisotropy tensor is equal to

B. Calculation in the z; system: Noncollinear equilibria
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—w, 0O O
Q)Kz 0 0 O
0 0 w,

Again with Eq.(4) and Appendix B we derive
vg=hsing—(K,+K,cos$)sin g cosd,
vo=—Kpsingsing cose+1g sing, (28

g=g(cosa,P).

We see that the) coordinate system gives simpler expres-
sions for the force projections,,v,, and recall that the
only reason for doing the calculation in tlzg coordinates

PHYSICAL REVIEW B69, 094421 (2004

22 i
wg ¢1p)}  pomD
\
\
\ .
N point C
. Oy ,‘/\\ 3 4
W, f NI 4
H A 4
/ i 4
! N V 7
[N =7
H ¢
1 i ﬁ\
i !
i !
i " -
Wyt Mp

FIG. 7. Left panel: graphical solution of EG30) for the wy
>0 case. The left-hand side of E®O) is represented by a dashed-
dotted line and the right-hand side is represented by a dashed line.

was to avoid the singularities associated with the equilibriunhight panel: The trajectories of the poirsandD on the sphere as

directionsny,g in the z; system.

1. Equilibrium directions

First of all we see that sif=0 solves Eqs(28). This
corresponds to point8=0 and#= = i.e., directionan, and
ng that were already considered before. Forést® we have
the following system:

wy— (wa+ pCoS ) coSH=0,

wpsing cos¢+ w;g=0,
from where we get
Wy

cosf=—————,
Wyt prOSZ(Z)

wpSin ¢ COS¢= w;g(cosb,P).

From the first equation we can get expressions fofg@sd
sirf¢ through co9 as

—w,— wy /CcosH

@p

+ w,+ wy /coso
sip= 2P Pl O . (29)

@p

their position changes with increasing current.

Dependence of the solutions of E@0) on the parameters
oy andw; means that by changing these parameters one can
change the equilibrium directionac,p, or equivalently
move pointsC andD along the surface of the unit sphere as
sketched in Fig. 7. From the graphic solution we can con-
clude qualitatively that when current is increased at fixed
magnetic fieldC andD move towards each other, eventually
merge, and annihilate. When magnetic field is changed at
fixed currentC andD move towards North or South Poles of
thez, coordinate system, and merge witR,g equilibria.

We start by looking for the domains of existence of the
solutionsC andD. Since Eq(30) is a fourth-order algebraic
equation, it has to be solved numerically. A representative
picture is shown in Fig. 8. The characteristic height of the
domes in this picture can be estimatedvgt=0,

wj max~f§V(wa+wp)wa-

2. Stability analysis ofhg and nc equilibria

(32)

First of all one can check that at zero curréhtand D
equilibria correspond to the maxima of the magnetic energy.
They are therefore unstable and play no role in the usual
magnetic studies. However we will see below that in the
presence of the current they can be stabilized. In a sense this
is a phenomenon opposite to the one discussed in Sec. Il A.

We substitute these expressions into the second equatiorhere a stable equilibrium was destabilized by the current.

squared, use the form of Eg. (22), and get

wj200520

f2(cosf+ &)2
(30

The plots of both sides as a functionzf cosé are shown in

—[(wpt+ wa)COS0+ wy](w,C0S0+ wy) =

Fig. 7. There are two solutions: poin&andD. These are
states whose magnetization lies at an angle, canted, to the

easy axigands andB). For zero current we get
CoSfc=—wy/(wat+ w,), singc=0, (31

cosbp=—wylw,, C€O0Spp=0.

Expansion ob ,,v 4 gives theV matrix defined in Eq(9),

wp .
~ 5 sin 2¢ cos 20 u
\A/: ’
. w
— w,SiN 6 coS 2 —?p cosé sin 2¢+ w; gW
W= (cosf+ fgsirt6),

U= oS0+ cos 20( w,+ w,C0S ),

where we usedsg=fg?sin656 in the z; system. The dy-
namic matrix
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FIG. 8. Domains of existence of solutiord and D for w,
= wp,. For zero currenD exists for— w,< wy < w, andC exists for
—w,— wpS o S, t+ o, However for finite currenD can exist
for a larger interval.

—alsing
-1

DlZ
D22

1/sin@

—

,\_’Dll
Dy

has components
D 1= wp(—C0osfsin 2¢+ a c0S2p),

aw,C0SH sin 2¢ _aoigW

D1o=U/sin 6+ 2 sing sing

D21= wp(Sin 6 cos 2p+ 3sin 2 ¢ sin 26),
@p
2
and the eigenvalues are given by

_DutDa \/(Dll_D22)2

= =+
2 2

At the equilibrium directions using Eq$28) and (29) we
have

Dyy=—aU+ —-cosf sin2¢+ w;gW,

+D 15D 2. (33

2w;
sin 2¢= w’g,
p

2wat wpt 20y /cOSO

COS 2p=— ,

@p

—w,— wy/cosh

w
P
which makes it possible to express a@ldependent terms in

D through co®. This gives U= w(1—cog6)/cosh and
then

2(1)H
D11=—2a)jg cosfua 2wa+wp+F50 ,

1 1-co<e
D1 Wy

“sing cosf +awjg(COS¢9—W)),

PHYSICAL REVIEW B69, 094421 (2004

Wy

cosfh)’ (34)

Dy1=siné| 2aw;g cosf—2w,— wp—

1-cog6

Da2=~ cosé

awy + w;g(cosf—W).

Now we can substitute Eq34) into Eqg. (33), and get an
expressionu(coss,w; ,wy). To study stability, Eq(30) has to

be solved for co® and its solution substituted into
w(cosb,wj,wy). Knowing u(w;,»y) we can divide the pa-
rameter plane ¢;,wy) into regions wherenc,p exist and
subregions where they are stable. For arbitrasy, () this
procedure requires a numeric solution of the fourth-order al-
gebraic equatior30).

3. Stability analysis oing,p equilibrium direction for small
currents

Several simplifications happen when the current magni-
tude is small, i.e.; < wjmax. Using Eq.(33) we see that the
first term inu, Eq.(33), is of the first order in currend; and
damping coefficientr, while the expression under the square
root starts with a zero-order term. Such situation was already
discussed in Secs. lll A and IV A 2: the switching between
stable and unstable focuses is controlled by the first-order
terms and therefore can happen @~ aw; max-

For nonzero current point€ and D move from their
original positions. But from E¢(30) we see that corrections
to cosf are starting with the terms quadraticdn, so in the
linear approximation we can use H®1).

To begin with, we determine whether equilibria are foci or
saddles/centers. We calcula@=(D1;— D,y)2/4+D,D5
leaving only zero-order terms. For poiGt

2
Wy

ﬁ%)"

Qlc=- ( 1-
where the last inequality is true for all valueswf, at which
C exists. ThereforeC is a focus. For poinD

o
Qlp=|1- — | @awp>0,

wa
where again the inequality is always fulfilled as long as equi-
librium D exists for w;—0 . SinceDy;+ Dy~ a, 0 is a
small value, the eigenvalues of the dynamic matrix at point
D almost always(see corresponding discussion in Sec.
IV A 2) have opposite signs and hence pdints a saddle.
Accordingly it is never a stable equilibrium and we can dis-
regard it in the further analysis.

PointC is a focus, stability of which is determined by the

sign of Reuc=(1/2)(D 11+ Dy)|c . Expansion of this quan-
tity up to the linear terms im; and « reads

2
R 1 —2w fal 1 o
e,Mc—2 ;g w0t o, g (wat @)
2 wa
ta| 2opt w, wat oy
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and changes sign at from A

a[20,+ wa— wa/(wa—i- wp)]
a)J'C: gV

: (39

The numerator of the formula is positive, is always
positive as well, butV changes sign on the interval,
e[—wa—wp, 0+ wp] since V(oy=—w,—wp)=2 and
V(op=w,+ w,)=—2. We find that the point, whereV
=0 is given by fom A

0, =(wa+ w,)[£- JE2-1] FIG. 9. Time-evolution flow whei® andC are stable equilibria
andA is an unstable equilibrium.
so that
in this regime switching with hysteresis happens not between
parallel and antiparallel states, but between parallel and
canted states.

For w,+ wp,<wy we return back to hysteretic switching

betweenrA andB similar to the axial case. The canted state is

(3=22)(wat 0p) <o, <(wa+ wp).

Finally, examining the sign of Re- one can check that for
oy<o, pointCis stable forw;> wjc, and foroy<w, itis - e :
stable forw;<wjc. Thus we identify a novel equilibrium "€Ver stabilized in this regime.

. 12 . .
phase, the canted phase. Its angle with regard to the easy axjs | N€ experimental resufts*are consistent with those pre-
is given to first order by Eq(31). An example of the time- dictions for < < w,, Where hysteretic switching was ob-

evolution flow for the case whe@ is stabilized by the cur- s_erved. They also observe.several different precession re-
rent is shown in Fig. 9. gimes forfua+ wp<wy. The intervalw, + w,<wy was not

The stability regions of equilibrigd, B, and C on the Y€t investigated systematically.
parameter plane are shown in Fig. 10. Their boundaries are
given by Eqs(27), (28), and(35). As in the axial case, there 40,
are regions where neither equilibria is stable and thus a pre t
cession state occurs. Here we cannot make a stronger stat ATl
ment about the absence of the precession states in other pai
of the switching diagram. In fact our experience from the
axial case, where precession states were analyzed in deta
shows that such situation may well occur. This figure pre- -
sents the low current limit of the switching diagram of the B
Cornell nanopillar device. Below we make several remarks
about it.

Different types of behavior are now predicted for the ex-
periments in which a current is swept at fixeq, . As men- B ﬂ
tioned at the beginning of Sec. IV, the actual experiment ‘
measures only thev;>0 part of the switching diagram. \ ‘ Bﬂ
There are three regimes for positive magnetic field. .

For O<wpy<w, the switching pattern will be similar to
the axial case, but in addition, here the canted equilibi@m |
will become stable for large enough positivg. Since this q

will happen on top of already stable equilibriuy a .SWItCh FIG. 10. (Color online Switching diagram of the “axis and
toCis unllkely_. Howe_ver one can put the system into e lane” case for small currents. The domains of stability are marked
state by following a different path on the parameter plane. T(gy letters(see text and arrows, showing the relative orientation of
obtain the canted state at zero magnetic field, for exampley ihick arrow andn (thin arrow. The parallel configuration,, is
one could start at negative field, increase the current past thg,pe inside two wedges opening up, the antiparallel configuration
critical value forC equilibrium, and then decrease the field to ng is stable inside two wedges opening down, and the canted con-
Zero. figuration n¢ is stable in two domains above and below the hori-
For wa<wy<w,+w, the switching will happen either zontal axis, but both lying inside the (w,+ ) interval. Within
betweenA and precession stafgvithout hysteresjsor be-  the shaded regions neither equilibrium is stable, thus a stable pre-
tweenA and C (with hysteresis It is important to note that cession is happening.

W - Precession state
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C. Comments on the “axis and plane” case 30(G)
It is easy to check that fok,=0 we recover the axial - gg
case, Sec. lll, Fig. 3. The only subtlety here will be that since g
for w,=0 positions of the point€ andD are given by the 3 o
same expression c@s wy/w,, those points formally coin- Y Ly 56()
cide. In reality those points just do not exist as we saw in %" o e
Sec. lll. The gap betweem, and w,+ w, in the lines of 5 e

stability of equilibrianyg closes forw,=0 and thus the
axial case is exactly reproduced.

Now consider the ratio of the critical currenégc and FIG. 11. Deflection of poinC by a large current.
wjg at wy=0. One has

1 2 3 4 5 6 7 e

indicator of the current-induced displacements of equilib-

+ . . .
wjc(wy=0)= 20pt ©a = a(2w,+ w,)f&2,  (36)  rium C. For the particular set of parameters used to plot Fig.
fg*(0 11 the polar angle changes are smalljfetj .. They become
et 1 significant for currentg~10j . These current values corre-
- Sl spond to the upper boundary of the stable canted state in Fig.
i =0)=a————= + = —1).
wg(oy=0)=a 29(—1) a( wat 5 wp) f(é-1) 12,
Thus For the particular set of parameters chosen to calculate the
switching diagram in Fig. 12 poir€ was still a focus for all
wic 2wyt o, &2 the values of current, even though the argument of Sec.
w—jB= mg_—124 IV B 3 does not apply any more when the current is not

small. PointD was a saddle for all currents as well. These
and the stability line o€ in Fig. 10 is always higher than the statements were only violated very close to the merging
stability line of B at w;=0. This is important for the com- point whereQ— 0 and the higher-order terms instarted to
parison with the results of the Cornell group experiméfits, play a role(cf. Sec. IV A 2. Representative results for the
because there only the;=0 region of the switching dia- switching diagram are shown in Fig. 12. We show this figure
gram is probed as explained in the beginning of Sec. IV. to give a general idea of the topology of the diagram for
When wy is in the vicinity of w, , the critical current, large w;. The actual calculations should be made as ex-
given by Eq.(35), diverges, violating the underlying assump- plained at the end of Sec. IV B 2, but they will be only
tion of small current. This poses a question of the real be-
havior of the stability boundary of in this region. Using PS
exact formulas from the preceding section we have per- - o
formed a numeric calculation for a representative set of pa- e
rameters and found that the switching boundary indeed ex:
tends upward, where it joins the line 6£D convergence as
shown in Fig. 12. Recall here that the positions of poibts N
andD are given by Eq(31) only for small current. For larger ﬂ A C !
currents Eqs(29) and (30) must be solved. As a result the v N ]
positions ofC and D move along the sphere as current is "
increased and eventually these two points coalesce and dis '
|
|

appear. PSA /
The canting angle depends on the current and magneti %r\*\/

field, and these can be used to engineer a desired “switching 0] Oy /,\‘
angle” between point&€ and A. This angle can be changed ~_] /

between 0° and 180° by sweeping the magnetic filé&q. B ﬂ i‘\

(31). But according to Eq929) and (30) it also can be ad- e \
justed by increasing the current. To give an example, we I \ 1
calculated the current dependent changégj) and 5¢(j) ‘ Bl
of the polar angles of point. The magnetic field was set to | ¥

wy=(wat wp)/2, which gives a&dc=120° angle betweeA -

andC at zero current. The spin-polarization degree was taker .‘

to be P=35%, and Gilbert damping was set&o=0.01. In PS

Fig. 11 56(j) and 5¢(j) are shown as functions dfjc, FIG. 12. (Color onling A representative switching diagram for

wherejc is the minimal current stabilizing the canted stateine “axis and plane” case for all values of current. Labeling is the
(36). Note thats6(j) is much smaller thade(j). FOr oy same as in Fig. 10. The upper boundary of the canted state stability
=0 the angle¢ does not change at all and poiGtmoves  region is the line where equilibri@ andD merge. More precession
along the parallebc=90°. Since the resistance of the struc- regions, marked PS, show up for large currents. Figure 10 is the
ture is a function off, it would not be a very sensitive blowup of this figure at small currents.
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needed if experimental currents could be increased by a fadag of the current-induced magnetic switching.
tor of 1/a~100 compared to the values of Ref. 10. For example, since up to date magnetization direction is
There is a restriction oR which should hold in order for not experimentally measured but rather inferred from the re-
us to be able to calculate in the small current approximationsistive state of the wire, it is important and greatly simplifies
Critical currents for equilibrium directions, g ¢ are given comparison between theory and experiment that the number
by formulas(27), (28), and(35), each of which has inthe  or resistive states can be different for axial and axis and
numerator andy, evaluated at the appropriate equilibrium plane cases due to the possibility of stabilizing the canted
point, in the denominator. In order for the small current ap-configuration. Also in these two cases the switching currents
proximation to hold the critical current must be much smallerhave qualitatively different dependence on the magnetic
than the current at whiclk andD merge, i.e.w;j<w,+w, field. In experiments capable of direct measuremenwigf
must be true. From here it follows thafg<1 should hold, one will see that it rotates by 180° degrees in the axial case

and sinceg(x)=1[f(x+ &)], this gives a requirement and by a magnetic-field-dependent anglgB) in the axis
and plane case. The precession state can be a good candidate
af(P)<1. (370  for observation with the magnetic force microscope, espe-

cially since its frequency can be tuned by current.
To get an estimate of the switching current density we
calculate criticalw; for the axial easy plane case at;=0

Here a is a small parameter, bt P)=(1+ P)3/(4P(/?)
can become large @—0. At smallP we can approximate

(37) by using Eq.(15) and converting to normal units using E&).
Wi
P> (2a)@), (3g Veoet
For @=0.01 it givesP>0.07 which can be satisfied for ma- o —a | T [KUND —47rMm?]
terials with large spin polarization. However already tor ! g(P,1) J h g(P,1) s

=0.05 one would requir®>0.22 so the small current ap-
proximation would not be too good and one should numerifor a small piece with.s=1 nm, dampinga=0.05, and
cally solve Eq.(30) and find the eigenvalues of the dynamic 40% polarization degree one gqts-6.7xX 10" Alcm? using
matrix given by Eq(34). the values oK (") andM for cobalt.
Below we make several remarks on the issues that were
postponed so far and will be left for the future work.
According to SlonczewskK? the spin-transfer effect can
We have obtained exact results about the stable equilibribe described by an additional term in the Landau-Lifshitz
of the magnetic piece with a spin-polarized current flowingequation representing the torque induced by the current.
through it. It is seen that the switching pattern depends cruTherefore Ref. 26 and other papers, which follow this school
cially on the magnetic anisotropy and the direction of polar-of thought(including the present ongmplicitly assume that
ization of incoming current. For more complicated anisot-the magnets are completely described by the possibly space-
ropy new hysteresis patterns are possible and newnd time-dependent mean-field magnetizathfr,t), and
equilibrium configurations can be stabilized. Therefore ondhe spin-transfer torque leads to a rotationhéf Another
should be careful in applying the intuition gained from a thepoint of view, expressed in particular in Refs.
study of one anisotropy pattern to “similar” patterns. Predic-1-3,9,10,49,50, is that the current creates spin-wave excita-
tions made for the axial and axis and plane cases can be us#dns in the magnetic piecesee Appendix D In a previous
to experimentally test the spin-transfer thetjn particular  calculatiort” we found that spin waves can be even induced
the accuracy of the factag(P,sn). This is especially inter- in a bulk magnet by a large current density 108 Alcm?).
esting because alternative descriptions of current driven exfFhe analysis of the spin-wave picture and its comparison
citations are put forth in the literature. Obtained switchingwith the coherent rotation picture is beyond the scope of the
diagrams show that axial easy axis configuratieig. 3) and  present paper, but is a necessary direction of future investi-
axis and plane configuration for the magnetic field such thagations.
wy lies outside of th¢ w, ,w,+ w, ] interval (Fig. 10 satisfy As derived in Ref. 26, the torques acting bty andM
the criteria for application in memory cells discussed in theare equal in absolute value, because of an implicit assump-
Introduction. For other configurations and values of magtion Is4— made in the derivation. For a finite ratil g,
netic field the modified Landau-Lifshitz equation predictswhered is the thickness of the normal spacer between the
new phenomena: stabilization of canted state and precessiomagnetic pieces, the torque acting on the piece which elec-
states. If observed experimentally these could become @ions cross first as they flow with the current will be smaller.
strong argument in favor of the spin-transfer theory in theTo establish the interaction electrons have to spend time in
present form. both pieces. Those hitting the piece downstream are already
Our method is fairly general and can be used to calculat@olarized by the upstream piece. But the magnetization of
exact switching diagrams for devices with new anisotropythe upstream piece itself can only be influenced by the elec-
patterns as they will be fabricated for future experimentstrons reflected back to it from the downstream piece, and
Although it does not give a complete pictureo information  those electrons have to travel twice more distance in the
about the stable cycles far away from equilibrium points camormal spacer. Since the polarization decays in the spacer,
be obtained it is still very useful to develop an understand- those electrons will induce a smaller torque. The small mag-

V. CONCLUSIONS
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netic piece will be upstream or downstream depending on thees for hospitality. Ya. B. B. acknowledges the support of the
current direction, thus the torque formula will change whenU.S. Department of Energy, Office of Science, under Con-
the current direction changes. We neglect this effect which igsract No. W-31-109-ENG-38, B.A.J. acknowledges the sup-
reasonable in the limidl/l;4— 0. port of DARPA-ARO, Contract No. DAAD19-01-C0060,
Everywhere in the derivation we assumed the Gilbertand S.C.Z. was supported by NSF under Grant Nos. DMR-
damping coefficientz to be a constant. However even for 9814289 and the U.S. Department of Energy, Office of Basic
bulk materialse: can depend on the direction of (see dis-  Energy Sciences, under Contract No. DE-AC03-76SF00515.
cussion in Ref. 10 This is even more true in the layered
materials_ Wlth ferromagnet—norm_al metal bour_ldaries, where APPENDIX A: CONSTRAINT ON THE WIRE RADIUS
the possibility of electrons entering and leaving the ferro-
magnet leads to additional dampifitp=>*For our analysis To calculate the wire radius at which switching due to the
this complication would mean that each equilibrium will be induced circular(*Oersted”) magnetic field is replaced by
characterized by a separate valuexahat will be a function  the spin-transfer effect switching one would need a good
of the relative angle between the polarizer and analyzer fotheory of the former. To appreciate the difference between
this particular equilibrium. For example, the dependence othe mechanisms, recall that induced field switching always
the nc equilibrium direction for the axis and plane case, Sechappens through an instability towards a nonuniform mag-
IV, on the magnitude of external magnetic field will translate netic configuration because a circular magnetic field would
into the ac(B) dependence. The displacement of this equi-nave no effect on the monodomain magnetic section of a
librium due to the current was negligible and can be ignoredircular wire.
for a as well. For the precession state one expects to be FOr a very rough estimate we argue as follows. The mag-
sensitive toa averaged over the Cyc|e_ We want to note tha‘[netiC field created by the current on the surface of a wire of
the calculation of enhanced damping and angular radiusR is B~ jR/c, wherej is the current density. It creates
dependenc® was done in the zero-current state, while the@ M X B torque per unit volume. We estimal~ ug/a’,
calculation of spin-transfer torque did not take into accountvherea is the lattice constant and take the maximum pos-
the motion of magnetization. A systematic investigation ofsible value of the torqué, associated with induced field:
the interplay between these two processes may reveal more )
subtleties. Th_Hms iR
In summary, we have calculated the dynamics of magne- V g3 ¢’
tization reversal in a nanowire, as functions of applied cur- . ] .
rent and magnetic field. Magnetic switching, as per experi-1he maximum value of the spin-transfer torque can be esti-
ment, is the dominant behavior. Switching can also occur, wéhated asTsy=#l/e wherel is the total current. Sincé
find, to a new canted phase. Precession regions are presentirmR°Lj, whereL is the length of the magnetic piece,
the parameter space. The case of easy plane perpendicular to T .
current has a particularly rich phase diagram. Comparison _ST:h]_
with experimental results for anisotropies considered in this \ eL
Wo_rk _shovx{s considerable areas of agreement with OUEnd the conditioim s> Ty leads to
switching diagrams. Overall, we find that switching diagrams

depend critically on the anisotropy type and on orientation of as

spin polarizer and magnetic field. In experiments with a dif- R< rL’
ferent combination of these external controls the switching 0
diagram can and should be recalculated using the method ro=mc2/e?~10"15 m

developed here. It will generally contain the same types of ) _ _
regions: stable parallel and antiparallel configurations, stabl€' o is sometimes called a “classical radius of an electrpn.
canted configurations, various regions of bistability, and preNow fora~3 A andL~5 nm we geR<1 um, as the wire
cession regions. radius below which spin-transfer torques should dominate.
Our analysis allows us to make some qualitative conclu-
sions about the dynamics of magnetization switching. Mag- APPENDIX B: DEFINITION OF VECTORS AND
netization reversal dynamics can be strongly affected by theDERIVATION OF THE EQUATION OF MOTION IN THE
presence of canted phases in the phase diagram, even if cant- (¢,6) COORDINATES.
ing is not stable for a given current and magnetic field. Re- . .
vegrsal processes can gbe complex, and thegpresence of un- To'transform the yector equatiof) into a system of
stable magnetic states has the potential to both speed up afiguations on ¢, 6) we infroduce two vectors o_rthogonal o
slow down reversal times. This has the intriguing potentialand parallel to the surface of the sphésee Fig. 12
fpr canted states to be used to engineer optimal reversal [e,Xn]
times. ey=—
siné
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We obtain

[nxn]=de,+ ¢ sinde,

sing —a} é
—asing —1 P

SO

h—a[nxh]={e¢,89}

and Eq.(6) transforms to

siné —a] | ¢ v
. Tyl (B1)
—asing -1 0 Uy
FIG. 13. Polar anglesd, #) and vectorse,, e4, andn on the APPENDIX C: DETAILS OF PRECESSION
unit sphere. CALCULATIONS IN THE AXIAL CASE
1 To consider the properties of this quadratic equation
={-sin =——{—ny,n
&y ={—sing,cos¢,0}= S{—ny.ny, 0}, o o

P =—o(o— oyt wk)
ey=1{—C0sf coS¢, — cosh sin ¢,sin G} at(P)
let us look at a graptFig. 14). With (w;wg)/(af)=i plotted

Forn itself one has along the horizontal axis an@ plotted along the vertical

n={n,,n, N} ={sind cos¢,sind sin¢,coss}. axis., the. grqph is a parabpla rotated by 90°. It crosses the
vertical linei=0 at the pointsw;=0 andw,=héwy . The
From there vertex of the parabola is located at,=(wy— éwk)/2, i,

=~ wo(we— oyt Ewy) = (wpfwy) /4.

We see that in general E@23) has two solutions for
i<i. and zero solutions otherwise. However if EQ1) has
to be satisfied, there may be values &fi ., for which there

[egXes]=n,

[nxe,]=—e,

[e,xn]=—¢,, is only one acceptable solution. The number of acceptable
solutions depends on the position of the parabola vertex. If
and w, lies betweenw__ andw . , there are at least some values
) : . of i with two solutions. Otherwise, there is only one accept-
€)= — &+ ¢ coste,, able solution for ali<i,. The intervals of where solutions
: : exist can be described as follows. There is one acceptable
€,= — ¢(sin 0g +cosbey), solution for
n=0e,+ $ sinde,. i(w_ )<i<i(w,),

More useful relationships follow i(0)=—w(0—oy+ Eoy),

[nXn]=6e,d sinbey, and there are two solutions in the interval
[NXZ]=—sinoey. oA
Next, we derive the equation of motion in the,®) co-
ordinates. The end of vector moves along the unit sphere. 0, = O+ o]
So we havenln andFLn, and bothn and F can be ex- _
panded as a linear combination &f ande,. First i(my) i(w)
F:U¢e¢+l}geg 0)-=0)[-I_ |(0K| - 1

with {0)0 s 1 }
and second, from EdB1),

n= ¢ sin He(/,beg. FIG. 14. Graphical solution of Edq23).
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maxXi(w-),i(wy))sisic.

In the latter case there are two cycles, and it is possible to
check that one is stable and the other is unstable. Using the
formulas for w. andi, we can now in principle plot the
domains with one and two cycles on the;(wy) plane.

To see how those domains will fit in with the stability
domains of the North and South Poles, we now establish a
relationship between the values idfw.) and the stability
boundaries of those equilibrium points. We have

wH-l-a)K

woin=—a————=—a(wy+ o) f(1+§),
in oD (ot o) f(1+6)
] (=148
Wig— — = —a\lwy— w - y
5T Tg(-1) noe
therefore FIG. 15. Precession direction is reversed on the parallel with

¢=0. This is an additional element of the time-evolution flow
in= —(oyt o) og(1+§), which must be taken into account when parallels with 0 and
_ 6=0 do not coincide.
is= —(oy—ox)og(—1+§).
On the other hand of stable North Pole fot,>0 and next to the region of the
; __ stable South Pole fobx<<0 as shown in Fig. 3.
H(w)==(ontlod) (o] + Ew), As current is swept through the precession region at con-
stantwy, the frequency of the precession changes continu-
. ously and one can pose a question about the boundaries of
which means that fowx>0 the interval the frequency sweeps. Here we will discuss this
question rather briefly. For those values ®f, where the

i(w_)=—(wy—|ok)(—|ok|+ k),

Ho)=in, Ho-)=ls cycle-and-pole does not exist, the precession cycle is created
and forwg<0 near one of the poles and then moves towards the other,

. ) ) ) where it becomes the stable point. In this case the frequency

Ho)=is, Ho-)=iy. changes in the intervdlw_ ,w. ]. If the cycle-and-pole ex-

First, these relationships mean that there is one precessid$ts, the stable cycle does not reach the other pole, but dis-
solution fori betweeniy andig (depending orw, andw,  appears due to mutual annihilation with an unstable cycle,
one can havey>ig or iy<ig). Existence of a solution in which was created at the other pole and moved towards the
this interval either means that a stable cycle exists betweestable cycle. The next step is to convince oneself that preces-
the poles when they are both unstable or an unstable cyckion exists fori (w_)<i(w,) and using Fig. 14 see that for

separates two stable poles. Second, for increasing current the stable cycle is created=ai(w_),
o o then the unstable cycle is creatediati(w,), and finally
max(iy,is)<i=ic (C)  cycles merge and annihilate &ti.. The frequency of the

there are two cycles: one stable and one unstable. Since f§fable cycle changes in the intenfab_,w.]. This picture
those values of only one of the poles is stable, the overall Shows that the boundary between PS region and the cycle-
configuration is a stable cycle and a stable pole, separated d-Pole region happens when an unstable cycle is created.
an unstable cycle. We will call this state a cycle-and-poleConsequently nothing happens there with the stable cycle
state, and denote it as PS8! or PS+S depending on which and there is no singularity in(w;) dependence when this
pole is stable. line is crossed. _ _
Conditionw_<w.<w. gives the interval ofvy There is one final note about the properties of the time-
evolution flow. In the discussion above we concentrated on

OIS OPS 0o = — Eok — 2| wk], finding the values of for which #=0 and obtained stable
and unstable cycles. However those valueydbr which
wp2= ~ §ox 2] oy =0 also play an important role in the shape of the phase

for which the cycle-and-pole state exists. Note that the staflow; namely, at those lines the flow can change direction
bility lines for the North and South Poles cross at the pointfrom clockwise to counterclockwise as shown in Fig. 15. In
wy=wy given by the equatiom;y=w;s from which we  the absence of the currest=0 and#=0 lines coincide, but
getwy.= — ok = (wp1t+ wyo)/2. So the region of existence for nonzero current this is not true any more. One should
of the cycle-and-pole state is symmetric with respeeb @ . always bear this peculiarity in mind while thinking about
In the (w,0y) switching diagram it lies next to the region particular cases of phase flow.
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APPENDIX D: SPIN-WAVE PICTURE W,

The idea about the possibility of spin-wave excitation first Hy
comes from considering current propagation through the
normal-metal—ferromagnet boundary in the diffusive regime LA 4
where the mean free pattof the electrons is much smaller ~ x +1
than the spin-diffusion length,4. In this case the equilibra-
tion of electrons with the same spin happens much faster +1/2
than equilibration between two different spin directions and a w4 B I N Sl
non-equilibrium state near the boundary can be described \\/ N | FM -1/2
well by two chemical potential$ u(r) andu(r) of elec- Q)
trons with spins being parallel and antiparallel to the magne-
tization of the ferromagnet. When the current is passed, those k
two chemical potentials become different near the boundary ) o ) )
(see Fig. 18 For example, when electrons flow from the FIG. 16. (Color online Left up: splitting chemical potentials

normal metal into the ferromagnet, the energy of the spin_near the normal metal—-ferromagnet boundary with electric current

down electrons is larger than that of spin up. This is a nonf°o"ind perpendicular o it. Left down: spectrum of spin waves in a

equilibrium effect andu | — is proportional to the current ferromagnet with the unlaX|aI_an_|sotropy. Right: spin conservation
quriit LT in the process of magnon emission.

magnitude.

One can notice that this energy difference could be rewave. The precession states described in this paper are a
leased if an additional mechanism of spin flipping would beparticular case of coherent spin waves with no spatial depen-
provided. Spin-wave generation at the boundary is exactlylence(or zero wave vector
such mechanism. An electron flips the spin froal/2 to The incoherent spin waves are described notvifr,t)
+1/2 and excites a magnon wi¥ 1, thus spin conserva- but by a distribution function of magnons. The difference
tion is satisfied. Normally due to the anisotropies in the fer-between them and coherent spin waves is analogous to the
romagnet, the spin-wave spectrum has a Gap so to sat- difference between the sound waves and the thermal
isfy the energy conservation one should increase current unfghonons. Although both are associated with the same elastic
) — =g is true. This condition sets the current thresh-properties of the solid, they represent different states of the
old for spin-wave generation. It was sugge$t@ahat the  solid body. For example, the incoherent thermal phonons do
resistivity jump observed in the experiment with current in-not create deformations. To have sound one needs a coherent
jection into a multilayer was the signature of reaching thissuperposition of many phonons in one state. Analogously, the
threshold. There was however no clear understanding of epresence of incoherent magnons does not create a precessing
ther generation mechanism or the mechanism by which spiM (t) in the ferromagnet but rather decreases the magnitude
waves lead to a resistivity jump. of M. In the incoherent picture each magnon is created by a

The fact that spin-wave generation is allowed by energypin flip of an individual electron(compare with the
and spin conservation was emphasized very early bymagnon-assisted tunneling” pictut®, while in the coher-
Berger*® The next(and not yet understogdjuestion is the ent spin-wave picture many electrons are needed to drive the
generation mechanism and the nature of the spin-wave stat@ave. In terms of influencing the current propagation, a state
In particular, it is not known whether the spin waves createdvith incoherent magnons is also very different from a single
will be coherent or incoherent. The coherent spin waves cagoherent spin-wave state. Formally the influence of magnons
be described with a time- and space-dependent magnetizappears as a change of a collision integral in the Boltzmann
tion M(r,t). This was first done by the authéfy deriving equation for electrons, while the single spin-wave influence
a continuous version of the modified Landau-Lifshitz equa-modifies the electron motion between the collisions and ap-
tions and considering the effect of current on spin waves irpears as a change of the convective terms.
the bulk ferromagnetsee also Ref. 34 For some special The questions about the mechanisms of spin-wave gen-
cases of multilayer structures this was done analytitally eration and about the nature of the spin wave state of the
and numerically™>3® In this approach it is still assumed that ferromagnetic pieces are very important but are not clearly
each electron interacts with the mean-field magnetizaifon understood at the present time, which calls for more work in
and only the cumulative effect of many electrons drives thefuture.
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Single-Atom Spin-Flip
Spectroscopy

A. J. Heinrich,* J. A. Gupta, C. P. Lutz, D. M. Eigler

We demonstrate the ability to measure the energy required to flip the spin of
single adsorbed atoms. A low-temperature, high-magnetic field scanning
tunneling microscope was used to measure the spin excitation spectra of
individual manganese atoms adsorbed on AL, O, islands on a NiAl surface. We
find pronounced variations of the spin-flip spectra for manganese atoms in

different local environments.

The magnetic properties of nanometer-scale
structures are of fundamental interest and may
play a role in future technologies, including
classical and quantum computation. Such mag-
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atoms in precise arrangements. The magnetic
properties of each atom are profoundly influ-
enced by its local environment. Magnetic
properties of atoms in a solid can be probed by
placing the atoms in tunnel junctions. Early
experiments with planar metal-oxide-metal
tunnel junctions doped with paramagnetic
impurities exhibited surprisingly complex con-
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ductance spectra described as “zero-bias anom-
alies” (/—4). Such anomalies were shown to
reflect both spin-flips driven by inelastic
electron scattering and Kondo interactions of
magnetic impurities with tunneling electrons
(5-7). Single, albeit unknown, magnetic im-
purities were later studied in nanoscopic tunnel
junctions (8, 9). Recently, magnetic properties
of single-molecule transistors that incorporated
either one or two magnetic atoms were probed
by means of their elastic conductance spectra
(10, 11). These measurements determined g
values and showed field-split Kondo reso-
nances due to the embedded magnetic atoms.

The scanning tunneling microscope (STM)
offers the ability to study single magnetic
moments in a precisely characterized local
environment and to probe the variations in
magnetic properties with atomic-scale spatial
resolution. Previous STM studies of atomic-
scale magnetism include Kondo resonances of
magnetic atoms on metal surfaces (12, 13), in-
creased noise at the Larmor frequency (14, 15),
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and spin-polarized tunneling (/6). We demon-
strate a technique for measuring the spin
excitation spectra of individual atoms adsorbed
on a surface using inelastic electron tunneling
spectroscopy (IETS) with a STM. Combined
with the STM’s capability to fabricate, image,
and modify atomically precise structures, this
technique provides a powerful new tool for
studying and engineering the local magnetic
properties of nanometer-scale systems.

IETS measures excitation energies, such as
vibrational energies, of atoms or molecules
within tunnel junctions (/7, 18). Above a
threshold voltage, electrons are able to transfer
energy to these excitations during the tunneling
process. This additional tunneling channel
results in an upward step in conductance at
the threshold voltage. For the measurements
reported here, tunneling electrons lose energy
to spin-flip excitations of single Mn atoms. The
signature of Zeeman splitting in spin-flip IETS
is a step up in conductance at an energy
proportional to the applied magnetic field.

We used a home-built, ultrahigh-vacuum
STM that reaches a base temperature of 0.6 K
by means of a single-shot pumped 3He
refrigerator. The STM is vibrationally isolated
and at the same time thermally coupled to the
3He liquid by suspending the STM chamber
directly above the liquid. We liquefied the
3He using the Joule-Thomson effect, obviat-
ing the need for a pumped “He reservoir.
Magnetic fields up to B =7 T were applied in
the plane of the sample. NiAl(110) samples
were prepared in vacuum by repeated sputter/
anneal cycles. Samples were then exposed to
~10 Langmuir of O, at ~500 K and further
annealed at 1200 K. This resulted in the
growth of patches of AL,O, two layers thick
(0.5 nm) interspersed with regions of bare
NiAl (79). Samples were then transferred into
the STM, and Mn atoms were subsequently
evaporated onto the cold surface. Mn has
partially filled d-orbitals, and the free atom
has a total spin of S = 5/2. The differential
conductance, dI/dV, was measured using lock-
in detection of the tunnel current / by adding a
50-uV root mean square modulation at 829
Hz to the sample bias voltage V.

A topograph of the partially oxidized NiAl
surface (Fig. 1A) shows that the bare metal
and the AlL,O, oxide regions are atomically
flat. Contrast on the metal is caused by
standing waves in surface-state electrons
(20). The oxide has a nearly rectangular unit
cell 1.06 nm by 1.79 nm, which yields a
complex but nearly periodic pattern in the
STM topograph (27). The cold sample was
subsequently dosed with a small amount of
Mn, and the same area was imaged again (Fig.
1B). Single Mn atoms are seen as protrusions
with an apparent height of 0.13 nm on the bare
metal surface and 0.16 nm on the oxide. The
density of Mn atoms on the oxide is signifi-
cantly smaller than on the metal, presumably

www.sciencemag.org SCIENCE VOL 306

due to a lower sticking probability and motion
along the oxide surface during adsorption (22).

The upper set of spectra in Fig. 1C shows
the marked magnetic-field dependence of the
conductance when the tip is positioned over a
Mn atom on the oxide. At B = 7 T, the con-
ductance is reduced near zero bias, with sym-
metric steps up to a ~20% higher conductance
at an energy of |A|] ~ 0.8 meV. These con-
ductance steps are absent at B = 0. Further-

Scaled dl/dV

O

Scaled dl/dV

3 -2 A 0o 1 2 3 4
Voltage (mV)

F

topograph

Fig. 1. Comparison of Mn atoms on oxide and
on metal. (A) STM constant-current topograph
of a NiAl (110) surface partially covered with
AL, O, (upper right). Image: 20 nm by 10 nm; V=
100 mV, / = 50 pA. (B) Same area after dosing
with Mn. (C) Conductance spectra at T= 0.6 K
on the Mn atom on oxide (upper curves)
measured at B = 7 T (black) and B =0 T
(red). The lower curves (shifted for clarity)
were measured over the bare oxide surface.
(D) Conductance spectra on a Mn atom on
NiAl (upper curves) and on the bare NiAl
surface (lower curves). All spectra in (C) and
(D) were acquired with a nominal conductance
of 10 nA/V (I = 50 pA at V = 5 mV) and
normalized to unity for |V| > 2 mV to em-
phasize differences in low-bias features. (E)
Topograph of the Mn atom on oxide. Image:
28 nmby 28 nm;B=7T,T=06K, V=2mV,
I=20pA, V,.=05mV,__. (F) Spatial map of
dl/dV acquired concurrently; an increased
signal (light area) maps the spatial extent of
the spin-flip conductance step.
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more, no conductance steps are observed when
the tip is positioned over the bare oxide surface,
over the bare metal surface, or over a Mn atom
on the metal surface (Fig. 1, C and D). We
verified that these conductance spectra are
characteristic for single Mn atoms on oxide
terraces and on bare NiAl(110) by measuring
many Mn atoms with different atomic arrange-
ments at the STM tip apex. The spatial extent
of the conductance step can be visualized by
measuring dl/dV while imaging the Mn atom
(Fig. 1, E and F). We find that the dI/dV signal
is localized to an area 1 nm in diameter,
comparable to the atom’s apparent lateral
extent in the corresponding STM topograph.
The characteristic signature of spin-flip
IETS is a step up in the differential conduct-
ance dI/dV at a bias voltage corresponding to
the Zeeman energy A = gu,B, where p, =
57.9 neV/T is the Bohr magneton and g =
2.0023 for a free electron. Figure 2A shows
that the conductance step shifts to higher
energy with increased field. Broadening of this
step is due mainly to the effect of temperature,
with contributions from the ac voltage modu-
lation, spin lifetime, and instrumental noise.
The thermal broadening of tip and sample
densities of states can be calculated by twice
convolving an intrinsically sharp step with the

g
o

o
©

Scaled dl/dvV >

o
©

i j i
04 06 08 1.0 12
Voltage (mV)

B T T T

o
=}
o
¥

B (T

Fig. 2. Shift of the spin-flip conductance step
with magnetic field. (A) Conductance spectra
(points) for an isolated Mn atom on oxide at
different magnetic fields. Solid lines show fits to
the temperature-broadened step model (see
text). The data fit well to a step height of
20.5% for all fits except the highest field, where
a slight tip modification changed the step
height to 21.5%. The effective temperature in
all curves was T = 0.85 K. All spectra were
acquired with a nominal conductance of 10 nA/
V (I = 50 pA at V = 5 mV) and normalized to
unity for large |V| (see text). (B) Magnetic field
dependence of the Zeeman energy A. Black
points are extracted from the fits in (A), and red
points were taken on a Mn atom near the edge
of an oxide patch. Linear fits (black and red
lines) constrained to A = 0 at B = 0 yield g
values of 1.88 and 2.01, respectively.
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derivative of the Fermi-Dirac distribution (23).
To fit our experimental data, we combine
temperature with other sources of broadening
by using an effective temperature (24). From
the fits we extract the Zeeman splitting A for
each value of magnetic field. We display the
measured dI/dV curves in Fig. 2A by normal-
izing them to unity for voltages outside of the
spin-flip region, by using the fit to establish
the large-voltage conductance.

The measured Zeeman splitting is propor-
tional to the magnetic field (Fig. 2B, black
points). The data fit well with a straight line
through the origin and a slope that corre-
sponds to g = 1.88 £ 0.02 (25). A different Mn
atom, this one within 1 nm of the edge of an
oxide patch, shows a significantly different g
value (red points) of g =2.01 + 0.03. The only
difference between these two Mn atoms is the
local environment: They have different lateral
distances to bare metal region; they may sit at
different binding sites in the oxide unit cell;
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Fig. 3. Conductance spectra of Mn showing
Kondo resonances. (A) Topograph (6 nm by 10
nm) of Mn atoms bound near the interface
between an oxide patch (upper half) and bare
metal. (B) Conductance spectra of the Mn
atom at top center in (A). The zero-field spec-
trum shows a Kondo resonance: a Lorentzian-
shaped rise in conductance near V = 0. At high
fields a large spin-flip step dominates the
Kondo signal. (C) Kondo resonance for a Mn
atom (or cluster) near the boundary of an
oxide patch that appears as a 0.17-nm-high
protrusion (not pictured). The peak represents
a factor-of-5 rise in conductance at zero bias.
The Kondo peak broadens and splits symmet-
rically at higher magnetic fields.

and perhaps more importantly, we expect the
oxide patch to show reconstruction near the
boundary to minimize its energy. We are not
aware of any studies of the detailed atomic
structure of the oxide patches near their
boundaries. We have verified that the values
we measure for A are insensitive to the height
and lateral position of the tip, indicating that
the tip serves as a nonperturbative probe of
the spin properties of the adsorbed atom.

Mn atoms on the oxide that are laterally
near metal-oxide interfaces (e.g., Fig. 3A) can
exhibit spectra that are markedly different
from those of the isolated Mn atoms on oxide
terraces. Both of the interfacial Mn atoms in
Fig. 3A have an apparent height similar to that
of single Mn on oxide terraces. Whereas the
left Mn atom shows an IETS spectrum similar
to those in Figs. 1 and 2, the right Mn atom
shows much larger (~60%) steps in conduct-
ance (Fig. 3B). In addition, Fig. 3B shows a
peak at zero field and zero bias. This peak
splits and shifts to higher energy as the mag-
netic field is increased. Although the magni-
tude decreases sharply with field, the peaks
remain clearly present at all magnetic fields.
This behavior agrees well with the perturba-
tion theory that was developed in the context
of planar tunneling devices ().

The relative strength of the zero-bias
conductance peak and spin-flip steps can vary
dramatically. Figure 3C shows an example of
a Mn atom (or cluster) where the conductance
peak dominates the spin-flip steps. At zero
field, the zero-bias conductance is enhanced
by a factor of ~5 relative to the background.
The peak splits with magnetic field, and no
clear spin-flip steps are observed.

The spectra in Fig. 3, B and C, show the
hallmarks of a Kondo resonance: a narrow
conductance peak with Lorentzian shape at
zero bias that splits with magnetic field. The
Kondo effect reflects the spin-flip interactions
of conduction electrons with a localized mag-
netic impurity. The full width at half maxi-
mum of the resonance can be used to extract a
Kondo temperature of 7, ~ 3 K in Fig. 3B,
and T, ~ 6 K in Fig. 3C (26, 27). The en-
hanced zero-bias conductance seen here is a
simpler manifestation of Kondo physics
than obtained in previous STM studies, where
a more complicated Fano line shape for
Kondo resonances reflected interference ef-
fects (12, 13, 26, 27). Unlike these earlier
STM studies, where magnetic atoms were di-
rectly adsorbed on a metal surface, here the
interaction between the Mn atom and the NiAl
conduction electrons is mediated by an oxide
film. We note that Mn adsorbed directly on
NiAl does not show any Kondo signature in
the 1- to 100-meV energy range studied here.

The zero-bias conductance peak for Mn on
ALO, is comparable to Kondo effects ob-
served in other nanostructures (9—17). How-
ever, the device characteristics in these

nanostructures varied considerably, due pre-
sumably to uncontrolled variations in the mole-
cular conformation, binding sites, electrode
structures, and neighboring molecules. It is
one of the strengths of STM to be able to
characterize and control each of these variables.

The zero-bias anomaly in thin-film tunnel
junctions showed a spin-flip channel with
inhomogeneous broadening that was much
larger than the sample temperature. This
broad linewidth was attributed in part to the
spatial average over impurities in the junction
with differing g values (3, 4). Our observa-
tions indicate that such spatially averaged
studies may reflect not only different g
values but also site-dependent amplitudes
for the spin-flip and Kondo channels.

The ability to directly measure the g value
of individual atoms with the STM enables
site-specific study of magnetic moments.
When combined with the STM’s capability
to assemble atomically precise structures, spin
excitations can now be studied in custom-
engineered nanostructures. If atoms with spins
can be coupled to each other in a controlled
fashion, it might be possible to use the spin
degree of freedom to transmit and process
information on the atomic scale (28).
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Stable Low-Pressure Hydrogen
Clusters Stored in a Binary
Clathrate Hydrate
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Thermodynamic, x-ray diffraction, and Raman and nuclear magnetic reso-
nance spectroscopy measurements show that clusters of H, can be stabilized
and stored at low pressures in a sll binary clathrate hydrate. Clusters of H,
molecules occupy small water cages, whereas large water cages are singly
occupied by tetrahydrofuran. The presence of this second guest component
stabilizes the clathrate at pressures of 5 megapascals at 279.6 kelvin, versus
300 megapascals at 280 kelvin for pure H, hydrate.

Clathrate hydrates are crystalline inclusion
compounds composed of a hydrogen-bonded
water host lattice and one or more types of
guest molecules. The two most common
clathrate hydrate structures are sl and slI. sl
hydrate has two small 5!2 cages and six large
51262 cages per unit cell. sII hydrate has six-
teen 5'2 cages and eight 5'26* cages per unit
cell (7). Hydrogen clusters can be stabilized in
a clathrate hydrate at extremely high pressures
(typically 220 MPa at 249 K) (2, 3). It has
been suggested that in the presence of a
second guest component, hydrogen is exclud-
ed from the clathrate framework (4, 5) or is
included to a minor extent (6). Here we show
that hydrogen clusters can be stabilized and
stored at low pressures within the clathrate
hydrate lattice by stabilizing the large water
cages with a second guest component, tetra-
hydrofuran (THF). Storage of hydrogen in
molecular form within a water clathrate
framework at low pressures and near-ambient
temperatures could achieve an increase in the
overall energy efficiency (hydrogen is stored
in molecular form without the need of a
chemical reaction for its release), environ-
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mental cleanliness, and safety of hydrogen
storage as compared to pure hydrogen hy-
drate or metal hydrides.

We investigated the phase behavior of the
system H,O + H, + THF using a Cailletet
facility for pressures up to 15 MPa and an
autoclave facility for pressures up to 100
MPa (7-9). THF was selected as the second
guest component because it is completely
miscible with water and THF + water forms
a slI hydrate alone. To gain insight into the
effect of the promoter (THF) guest molecule
on the phase behavior of the binary system
H,O0 + H,, we measured the hydrate equi-
librium of the binary system H,O + THF.
The results demonstrate that H,/THF hydrate
is stable at lower pressures than pure hy-
drogen hydrate and higher temperatures than
pure THF hydrate (Fig. 1).

X-ray powder diffraction (XRPD) data
show that the H,/THF hydrate has a sII hy-
drate crystal structure (/), which is the same
structure as reported by Mao et al. (2, 3) for
pure H, hydrate. The XRPD pattern in Fig. 2
can be indexed with a face-centered cubic unit
cell (space group Fd3m) with a = 17.225 £
0.019 A. This agrees with the reported value
(a=17.236 A) for the lattice parameter of sII
pure THF hydrate (10). The formation of the
H,/THF clathrate structure was also verified
with Raman spectroscopy. The intramolecular
vibrational modes of THF molecules are ob-
served between 850 and 975 cm™!. These
modes consist primarily of C-C-C-C stretch-
ing motions (/7). The spectral feature due
to this group of modes is termed the ring
breathing mode (/7). In H,/THF hydrate, the
THF ring breathing mode appears as a single
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peak at around 920 cm ™!, which is different
from the corresponding H,/THF/D,O liquid
spectrum (Fig. 3, left). In the liquid, THF mol-
ecules hydrogen bond with D,O molecules.
Hence, in the liquid two peaks are observed
at 890 cm™! (resulting from the symmetric
C-O-C stretching vibration) and 920 cm~! (/2).

We confirmed the inclusion of hydrogen
molecules within the clathrate framework
using Raman and solid-state magic-angle
spinning (MAS) nuclear magnetic resonance
(NMR) spectroscopy (9). The appearance of
hydrogen roton peaks S,(0), S,(1), S,(2), and
So(J) represents pure rotational excitations
(where the rotational quantum number J = 0,
1, and 2, respectively) at 300 to 850 cm™!
(Fig. 3, left). These rotons are similar in
appearance to pure hydrogen and more
intense than those seen in the H,/THF/D,0
liquid. This result indicates that hydrogen
molecules incorporated within the clathrate
cages are still in free rotational states. The
hydrogen molecules remain unbonded to
each other or to water in the clathrate.

A single broad H-H vibron peak [pure
molecular vibration excitation, 0, (), where
Av is the difference between the final and

Hydrate melting curves

2000
1000
HLV > LV
v / HZ
100
g
HL>L
=
= THF ™~
\ HLV > LV
THF +H,
10 {
1 1 1 1 1
270 280 290 300 310 320
T/K

Fig. 1. Comparison of the phase transition
HLV — LV in the ternary system H,O + H, +
THF with the phase transition HL — L in the
binary system H,O + THF. Diamonds and solid
circles are data obtained with the Cailletet fa-
cility, and the crosses are data measured with
the autoclave facility. The full curve represents
the best fit to the experimental data. THF hy-
drate or THF/H, hydrate is only stable in the
regions above and to the left of the two-phase
or three-phase equilibrium line, respectively. The
conditions for stabilizing pure H, hydrate (3) are
represented by a solid triangle.
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Microscopic theory of the single impurity surface Kondo resonance

Chiung-Yuan Lint A. H. Castro Netd, and B. A. Jones
1Department of Physics, Boston University, 590 Commonwealth Ave., Boston, Massachusetts 02215, USA
2IBM Almaden Research Center, San Jose, California 95120-6099, USA
(Received 29 October 2004; published 21 January 005

We develop a microscopic theory of the single impurity Kondo effect on a metallic surface. We calculate the
hybridization energies for the Anderson Hamiltonian of a magnetic impurity interacting with surface and bulk
states and show that, contrary to the Kondo effect of an impurity in the bulk, the hybridization matrix elements
are strongly dependent on the momentum around the Fermi surface. Furthermore, by calculating the tunneling
conductance of a scanning tunneling microscope, we show that when the magnetic impurity is located at a
surface the Kondo effect can occur with equal strength between bulk and surface states. We compare our
results with recent experiments of Co impurities in(Cil) and C{100 surfaces and find good quantitative

agreement.
DOI: 10.1103/PhysRevB.71.035417 PACS nunt®er68.37.Ef, 72.15.Qm, 72.10.Fk
[. INTRODUCTION to the impurity. The theory of STM is far from trivial be-

cause electrons from the tip not only tunnel to the adatom but

When a magnetic impurity is located in the bulk of a also to the bulk and surface states, that is, there are various
metal it undergoes a nontrivial many-body scattering withdifferent channels of tunneling that lead to interference ef-
the electronic states at the Fermi enelgy,called the Kondo fects that have to be taken into consideration for the proper
effect’ The bulk Kondo effect(to be contrasted with the interpretation of the experimental data.
surface Kondo effect studied in this papir one of the best The basic starting point for the study of the Kondo effect
studied problems in condensed matter physics and many difs the Anderson impurity Hamiltonia:
ferent techniques from renormalization gréup Bethe
ansat? have been used over the years. The basic mechanism  H,= > (EaE cl Cant UnaTnaL) + ) 60k, Cuor

of the Kondo effect is the magnetic screening of the impurity a o ko
(the formation of the Kondo singleat temperature$ below T
the Kondo temperatur. Above T, the magnetic impurity + kEa tka(CyoCas + H-C)), (1)

behaves paramagnetically but fdr<T, a resonance is

formed close to the Fermi surface. The Kondo effect is veryynere Cor (C;U) is the annihilation(creation operator for

important in modern condensed matter theory and appears U}, gjectron on a localized atomic statienpurity state
many different areas of research, from U and Ce intermetalj s, angular momentum labeled lay energye,, and spino
. . . . ar

lics (heavy fermion$ to quantum dot8.There is a wide (0=1,1), 6 (cl.,) is the annihilatior(creation operator for

varletl)_/tof ?k][ﬁnolinenda that g:lan b?”?es'grlbgd Wf'fth'? the L;)n'én electron on the conduction band with disperségrand
versaiity ot the rondo problem. The rondo efiect can be 5 mangym, na,,:(fr Cao IS the number operatot) is the

observed experimen_tal_ly in measurements Of. theltemp.erlatu@()ulomb energy fo?othe double occupancy of the impurity
dependence of resistivitythe so-called resistivity mini-

mum),® and also in thermodynamic measurements such as
specific heat and magnetic susceptibfliof dilute magnetic
alloys, due to the enhancement of the density of states close
to the Fermi energythe Abrikosov-Suhl resonane The
enhancement of the density of states is related to the change
of the characteristic energy scales frepto kgTx and there-

fore in the density of states frorN(0)x1/e- to N'(0)

o« 1/(kgTx)>N(0) since er>kgTk.

The Kondo effect was also observed recently in scanning
tunneling microscopé€STM) studies of magnetic atoms on
metallic surfaces™?(see Fig. L In a STM experiment elec-
trons from a sharp tip tunnel into the material to be studied,
creating a tunneling currerit due to the application of a
potentialV. Roughly speaking, a STM experiment measures
the local density of states at the Fermi energy via the differ-
ential tunneling conductance!/dV."* When a STM tip is FIG. 1. Schematic picture of a STM measuremegtis the
away from the magnetic impurity it measures the substrat@istance of the adatom to the surfaBs, is the distance of the STM
density of states\(0); however, close to the impurityvhich  tip from the surface, an&, is the distance, along the surface, be-
we call the adatomelectrons from the tip can tunnel directly tween the STM tip and the adatom.

Substrate
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state, and,, is the hybridization energy between the impu- X K
rity and conduction state@he electron operators obey anti-

commutation rules{c,,cl}= 8, ). K

One of the characteristics of the Anderson impurity model

is the distinction between substrate and adatom wave func- L
tions. Although most theoretical works do not question the
distinction madea priori between these quantum states, it
turns out that this distinction is not completely natural. The X r K
reason is very simple: when an impurity atom is introduced
!n a .metal' it hybridizes with th? metallic states !osing its FIG. 2. Planar cut of the bulk Cu Fermi surface in the first
identity. However, it leaves behind a phase siftin the Brillouin zone: T-L is the (111) direction (notice the absence of

original metallic states. Thus, the impurity state cannot b&,ias que to the bulk gB™-X is the (100) direction.
really distinguished from the host states from the quantum

mechanical point of view. Nevertheless, Anderéomakes
the point that because tha orbitals are a inner shell, the

Coulomb energyJ for double occupancy of those orbitals is gonian can be obtained from E€) in the limit of [{| < e, U

large and they must be distinguished from metallic state . .
where the Coulomb energy is strongly suppressed by screefii® the Schrieffer-Wolf transformatioh that maps  the

ing effects. Thus, the distinction between these two types o amiltonian(1) onto

face it is not valid for metals where the chemical potential
crosses gaps in the electronic spectrum. The Kondo Hamil-

states can only be clearly made when these states are or- H. = T

. . =2, 6C,Ckot IS S(0), 3
thogonal to each other so that the impurity does not cause a K % CicoChr + IS - S(0) @
direct perturbation in the substrate spectrum. Nevertheless, ) ) _ _
even in metals where the electronic bands are generated offpere S is  the impurity  spin,  s%0)

of d orbitals(as in the case of Quthe strong metallic bond- =(i/2)Zy ks 4, 5Ck 0% sC' i the electron spin at the impu-
ing leads to a large-wave character of the bands and to veryfity site (6 with a=x,y,z are Pauli matrices and

small overlap with the adatowih orbitals(that is, these states 1 1

are “naturally” orthogondP). Nevertheless, this orthogonal- Jg = |t|2<— + ) (4)
ity can only be distinguished posteriori In fact, we have &l e+ U]

found, by direct numerical computation, that this is the casgs the exchange interaction between local spins and conduc-
in the surface Kondo effect. Finally, as pointed out bytion electronsthe energy is measured relative to the Fermi
Andersor? (see also Ref. 4 the orthogonality of these energy. In going from Eq.(1)~(3) we have disregarded a
states is not fundamental for the magnetic phenomenoreries of physical processes that cannot be described as spin
which is essentia”y a local effect and all the subtleties aSSOexchange interactionS, foremost being the variable occu-
ciated with orthogonality become encapsulated into the hypancy of the impurity site.
bridization matrix element,, which become a phenomeno-  gyen simple metals like Cu have energy gaps in their
logical parameter to be obtained indirectly from the glectronic spectrum due to the periodic potential generated
experiment. However, in trying to understand the STM eX-py the Cu iond®17 For instance, it is well known that for Cu
periments, and especially the role played by the surface anglong the(111) direction there is a gap of 5.1 eV at the Fermi
bulk states, we cannot simply take these matrix elements anergy while there are no gaps along (60 direction(see
phenomenological parameters since we would not be able tejg. 2). On one handt,, does not exist for bulk states when
Sepal’ate the contributions Coming from the bulk and the Surk points a|ong thdlll) direction. However’ because of the
face of the Cu substrate. bulk gap, one has a surface state in thé1@a) surfacé® [a
Hence, in this paper we follow the scheme proposed b¥tate that decays exponentially in tfiel1) direction but it is
Tsvelik and Wiegmantt and work with nonorthogonalized extended in the directions perpendicular(id1)] that can
states. In this case the hybridization energies are given by hybridize with the impurity located on the Cil1) surface.
On the other hand, there are no surface states in1be)
— 3 ¥ direction to hybridize with an impurity located on the
tka= (€ + € f dre(r) (), & Cu(100 surface, although bulk states hybridize with it since
their wave functions decay exponentially outside of the crys-
where,(r) is the atomic state of the impurity that is local- tal. Previous studié8 on the surface Kondo effect either as-
ized on the impurity site(that is, it decays exponentially sume a momentum-independent hybridizatigror sum av-
away from the impurity and ¢4 (r) is the Bloch wave func- erage over a gapless Fermi surfateBy ignoring
tion of the crystal. The hybridization energy depends notmomentum dependence or the gap structure of the Fermi
only on the amplitude but also on the directionkofNever-  surface, the comparison between(Cil) and Cy{100) sur-
theless, it is usually assumed that the hybridization is conface Kondo effects of noble metals is not possible. In fact,
stant in momentum space, that ig,=t. Although this as- we show that recent STM experiments of atoms located in
sumption maybe warranted for spherical gapless Fermihe Cy111) and C{100 surfaces have been interpreted in-
surfaces(since the momentum dependence “averages outtorrectly because of these differences. In particular, we show
and most of the interesting physics occurs at the Fermi sutthat the surface Kondo effect between a magnetic atom lo-
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cated on the Q11 surface and the Guill) surface state is of more sophisticated methods to calculate the matrix ele-
quantitatively similar to the surface Kondo effect of a mag-ments because, as we are going to show, they are fundamen-
netic atom on a G100 surface with bulk states. The main tal for the understanding of magnetism in metallic surfaces.
reason for this similarity comes from the fact that the bulkWe model the periodic potential inside of the crystal in the
state that dominates Kondo scattering is the one with th@early-free-electron approximation and obtain bulk gaps as
largest penetration in the work-function barrier, that is, theobserved in metallic Cu. The surface states are obtained after
state with momentum perpendicular to the(TQ0) surface. the modeling of the surface potential in terms of the image
The state with momentum perpendicular to thgXD0) sur-  charge in the vacuum. The energies of surface states and
face has essentially the same decay rate out of the crystal assonances in each surface are in very good agreement with
the surface state in the Cliil) surface and therefore similar photoemission results in €l11) and Cy{100) surfaces. Fol-
hybridization with the magnetic impurity. lowing the literature in STM theory, the impurity is modeled

In the presence of the tip new terms have to be added twia standard hydrogenlike wave functions.
the Hamiltonian(1) that describe the tunneling processes of The paper is organized as follows: In Sec. Il, we model
tip to adatom and tip to substrateThe tunneling processes the ionic potentials that give rise to the wave functions of the

of the tip to adatom is given by metallic host, adatom, and the STM tip. Using the wave
functions and their spectrum we discuss the Cu band struc-
Hat= 2 tap(CLyCpo + H.C). (5 ture, both the bulk and Gi11) surface state. In Sec. lll we
oa present the results for the hybridization matrix elements that

where ¢y, (c; ) annihilates(create} electron at the tip and determine the hybridization energies as a function of the dis-
t,p is the hybridization energy between tip and adatom. Thdance from the surface and adatom and also as a function of

tip-to-substrate hybridization is given by the momentum. The surface Kondo effect is discussed in
Sec. IV in the context of the Schrieffer-Wolf transformation

H,=>, tkp(Cl(GC(r"’ H.c), (6) and the slave-boson mean-field theory. Using the calculated

ko hybridization energies the differential conductance is calcu-

lated in Sec. V and compared with the STM data. Section VI

wheret,, is the hybridization energy between substi@talk : .
P contains our conclusions.

or surface stateand adatom. The tip Hamiltonian is simply

Hst= 2 €:ChoCoo 7) Il. WAVE FUNCTIONS AND SPECTRUM
ag

) ) In this section, we obtain wave functions needed to cal-
wheree, is the energy of the electron states on the tip. Thejate the tunneling matrix elemen®. This is the first step
total Hamiltonian of the tip-substrate-adsorbate systet is (4,args the STM differential conductance. As discussed in
=Hs+Hi+Ha+Hs, As in the case of Eq(1) the hybridiza-  yhe |ntroduction we are going to use simple models for the
tion energies are given by various potentials involved in the problem so that we can

X make analytical progress in calculating the hybridization en-
top= (€, + €p) f dripr (1) () (8)  ergies.

Metallic Cu is a very good metal with a nearly spherical
with @, B=k,a,p labeling the wave functionsy,(r), for Fermi surface except for the gaps in thEL]) direction.
substrate, adatom, and tip, respectively. Notice that the comlhese gaps have their origin in the periodic potential gener-
plexity in this problem comes from the interference amongated by the iongsee Fig. 2 Although the Cu states can be
the different channels of tunneling. obtained from first principle calculatiot,we adopt the

In the present work, we will consider the case of Co onnearly-free-electron approximation and model the bulk po-
Cu surfaces, but our theory is applicable to any magnetiéential with a simple periodic function. Furthermore, in order
adatom on noble metal surfaces. Our main objectiveiiare to StUdy the surface states we consider a semi-infinite crystal
the calculation of the hybridization matrix elements betweerivhere the bulk is located at<0 (see Fig. 3 We write the
the different wave functions in the probletbulk, surface, potential in the substrate as
impurity, and STM tip with the smallest number of adjust- g
able parameters, aril) the description of the surface Kondo

27z
effect via STM measurements. While the spectrum of bulk —2V COS? forz<0,

and surface states is readily available in the literature, very =

i . ’ =y -2V for0<z< z,

little has been published on the actual form of the states. V() . 5 or 2sa ©
Instead of embarking on a complicated calculation of wave Vo— € for z>z

functions via heavy numerical techniques, we opted for a 0 ANz-zy) b

simpler approach that can provide quantitative results that .

can be directly compared to the experiment as well as intuiwhereV, is the bulk potentiala is the lattice spacing in the
tive understanding of the problem. As we are going to showgirection of the surfacey, is the work function measured
our simplified models have limitations in explaining some offrom the bottom of the conduction band, axyd is the image

the available STM data and more detailed work is requiredplane, chosen in such a way that the image potential joins the
We hope our work stimulates other work that will make useconstant potential 2; continuously, and is related & as
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V@@ real function. Notice the slow decay of this state inside the

crystal in the direction perpendicular to the surface.

v In the three-dimensional3D) k space of Cu, a gaped
“cavity” is centered around thé€l1ll) direction near the
Fermi level and has the bulk band surrounding this gaped
region?? By decomposing the momentum of a bulk sthte
into k , (perpendicular to the surfacandk, (parallel to the
surface, one expects that the largkr, the larger the wave
function tail outside the crystal, which makes a significant
difference on their contributions to the surface Kondo effect.
As a result, it is important to carefully exclude tt&l2)
gapped region from the Fermi sphere when calculating the
surface Kondo effect.

o It is known that a nearly-free-electron band has a para-
bolic dispersion not too close to the band edge, where “band
edge” refers to the interface between the bulk band and the
gap in the 3Dk space. When calculating the STM tunneling

g - & (10) conductance, one would have to include the contribution
oA+ 2vy)’ close to the band edge as well. However, the band-edge con-

tribution is typically much smaller than the one coming from

In the potential equation9), z, is the only free parameter. the parabolic band, so we can take merely the contribution

The eigenfunctions and eigenenergies for the Schrodinggrom the parabolic band. For the (li11) band, we terminate

equation associated with the potenti@) can be calculated the parabolic band 0.7 eV below the band edge. As long as

FIG. 3. Plot of the image potential energy near a crystal surfac
The solid dots are crystal atoms.

Zm=

exactly, and the details are given in the Appendix. we work in a parabolic band, the bulk-state wave function
Let us consider first the case of tti#ll) direction. In inside the crystal takes a plane-wave form.
order to fit the experimental band structtiralong the(111) We now turn to the case of th@00 direction. We find

direction in the nearly-free-electron potential we find thatthat we get good agreement with band structure
V=255 eV, V,=13.55 eV. These values provide a very calculation$’ by choosingv;=3.05 eV and/,=13.45 eV. In
good description of the band gap in tfiEl1) direction and  contrast to thé111) direction, the(100) direction has no true
also of the ionization energy of metallic Cu. The (Cil)  surface state near the Fermi surface. However, there is a
surface has a band of surface states as measured by photurface resonance at 1.15 eV above the Fermi &ubht
emission, starting 390 meV below the Fermi surfac®. can be well described by choosiag=1.51A. When calcu-

By solving the Schrddinger problem for the potent@l we  |ating the tunneling conductance, we can safely sum over the
find the surface bantsee the Appendjxand fix the value of  entire Fermi sphere and adopt a parabolic dispersion, i.e., a
z=1.66A in order to fit the photoemission results. Using thisplane-wave wave function inside the crystal.

value forz;, we also obtain the next surface state at 788 meV |t is the d orbital of the adatom that actually participates
below the vacuum level. This result agrees well with photo-in the Kondo resonance. When one of these atoms is placed
emission experiments that find the second surface state gh a metal surface, its outmostwave electrons either get
830 meV below the vacuum levél.Thus, we were able to transferred to the metal conduction band or to its otvn
get a consistent description of two independent experimentsrbital. For example, the Co adatom tends to fqn]3d®

with a single fitting parameter. In Fig. 4 we show a plot of on a Cu surfac® and therefore has an effective spin 1/2. As
the surface state wave function as a function of the distancg result, an adatond wave function can be modeled as a

away from the surfacéhe wave function is chosen to be a hydrogen atom with an effective charges given by

0.4 #a(r) = Rp(Zeiss ') Yor( 6, ), (11

whereY, (6, ¢) are spherical harmonics amtl, are hydro-
/\ gen radial wave functions. The effective chag can be
JaNVA\ /\ determined by comparing,,,, defined by

d 2
- a2
dar |
-0.4
-20 -15 -1 -5 0 5 with the experimentally observettorbital radius for metal-

z

lic Co, rmax=1.25 A. In our calculation we orient the axis of
FIG. 4. The C(111) surface state with energy 0.39 eV below guantization for the atomic problem along the direction per-

the Fermi surface. The vertical axis represents its normalized wavgendicular to the surface.

function multiplied by the box sizk. The horizontal axis represents ~ The STM tip wave function is modeled following Tersoff

zin A and Hammar? who proposed a wave function of the form:
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exp(— kr .
Re“RL forr >R, L &
= r (13 ;" .
1 forr <R, 0.8 ’. ‘. 'I \
. . . . o \
whereR is the radius of curvature of the tip about its center, o 0.6 [ ! ;
the decay constant=+2m;(¢—¢,) controls the wave func- P A
tion tail, and ¢ is the tip work function. Notice that the ' " \ ,’ ) 2N
adatom and tip wave functions are normalizable, that is, 0.1t ' N\
JABr|ho(r)[?=JdPr|ih(r)[?=1, when integrated over the en- il
-6 -4 -2 0 2 4 6

tire space. The set of three different wave functigssgb-
strate, adatom, and fjipare the main elements required for
the calculation of the hybridization energies in the Anderson FIG. 5. /2, dashed-dotted lineV\¥(I-K), thick line; and
impurity Hamiltonian.

V2 (I-X), thin line, as a function of;.

Ill. HYBRIDIZATION ENERGIES state of the adatom and the surface state. Naturally, the larg-
. est overlap occurs at the surfagghere the surface state is
Using the results of EqsAl), (11), and (13) we can o “co e Fig Mbut we notice that there is substantial

evaluate_ the qverlap mt_egrals n E@ that are important for overlap between the surface state and the adatom at one lat-
the hybridization energies. Let us first note that the normal-tice spacing from the surface. In principle. we cannot tell the
ization of each of these wave functions is different; for in- P 9 - np pi€,

: . . . actual orientation of the adatom relative to the surface but we
stance, the bulk state is normalized in a box of &iZewvhere have checked that the=0 state is the one with biggest

L is one of the dimensions of the box. The surface state L )
Overlap as compared with higher angular momentum states;

however, since it decays exponentially away from the surfac . ;
. . . . us instead of a sum over the angular momentum states in
but is extended on the surface, is normalized in an area (1) we could have kept only the one with=0. Further-

sizeL”. Finally, the adatom and tip states always decay ex'm%re first-principle calchI)ationg for adatoms_in 'metallic sur-
ponentially and therefore do not require any box normaliza—faces’ indicgte thgt the atomic orbitals are oriented in such a
tion. Thus, it is convenient to redefine the wave functions so 2
that way to generate the largest overl&ps.

In Fig. 5 we also plot the value o;rg?ll), the hybridization

matrix element between the bulk states and adatom in the
Cu(11)) surface as a function of the distance from the sur-
. face for two different bulk states, all of the them at the Cu
where the subscripB refers to bulk andS to surface. Note Fermi surface, with momenta along theX and 'K direc-
that in this case the hybridizati_on energies betwe_en substraﬂsons (see Fig.'?. Once again we notice the oscillations due
(bulk and surfaceand adatom in Eq(8) can be written s, the interference between those states and the adatom states
but we also observe that the overlap now is a factor of 3
smaller because these states do not have a large amplitude at
the surface. Another interesting result of these calculations is
the fact that as the momenta moves towards(1id) direc-
tion the overlap grows. This is due to the fact that away from
the (111) direction the Fermi surface of Cu is essentially
spherical and therefore the states at the Fermi surface have
essentially the same amplitude; however, the states with
. D . large momentum along the direction of the (Cld) surface
Notice thatV,,’(k) is not only a function of the momentum naye higger penetration on the potential barrier generated by
and the distance, between adatom and surface, but alsothe work function and therefore larger hybridization with the
depends on which surface—here labeled by the subscrigigatom. This effect will be very important later for the inter-
a—the. adatom is located. 2 o pretation of the experimental data.

In Fig. 5 we show the result fdv’(lm, the hybridization In Fig. 6 we show the value ngz)@ for the overlap
matrix element betweem=0 adatom state and surface statebetween the state of an adatom on théXD0) surface with
in the CY111) surface, as obtained by numerical integrationpulk states with momenta along tH&X [this direction is
of Eq. (16) using Egs(Al) and(11), as a function of, [in  perpendicular to the GlOO) surfacd andI'-K [since there
units of the distance between the planes in ¢hEl) direc-  are no surface states for the (€00 surface we do not need
tion] by assuming to be at the Fermi surface of the surface to calculateV@ for this surfacé Besides the oscillations
band [since the surface states have essentially a sphericédund in the previous calculations, we find that when the
Fermi surface there is no dependence/ﬁif1 with the direc-  momentum is oriented perpendicular to the surface, its pen-
tion on the Cyl1l) surfacd. The first striking result is the etration is maximum and therefore has largest overlap. In
strong oscillation of the value of the matrix element wagh ~ fact, we find that the overlap between the adatom state on a
This oscillation is the result of the interference betweendthe Cu(111) surface with the surface state is essentially the same

1 1
Yg(r) = LT/2¢3,k(r), sk(r) = E¢2,k(r) (14)

L

taa= [ex+ (k)] Ld/sz)(k), (15

whered=3 for bulk andd=2 for surface. The matrix ele-
ments are, therefore,

VO(k) = f &r g (1) (1) . (16)
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6 problem since only one effective channel couples to the im-
5 purity.
In the Kondo limit we can use a Schrieffer-Wolf
4 transformatio®® and rewrite the Anderson impurity Hamil-
g 5 tonian as a exchange problem:
=
2 H= 2 En(k)CI,k,rCn,k,r
k,o,n=1,2
1 >
+2 2 2 S GalhpadumK ke,
Kk’ aB=T.0 n,m=1,2

-4 -2 0 2 4
zo (18)
FIG. 6. V(fgo(l"-x), thin Iine;V(ng(l"-K), thick line; as a function ~whereS is the localized impurity spin and
of . (An) (1 W) (I 7
L1 VS (VE(K)
‘]n,m(kvk )= | (dntdp)/2 N (19

value as the overlap between the state of the adatom on the

Cu(100 surface with a bulk state with momentum orientedis the exchange energy matriwe have defined;=3 and

in the (100 direction. One can easily understand this effectd,=2 as the dimensionalities of bulk and surface states, re-
from the nearly-free-electron picture: in the absence of thespectively, and

periodic potential of the crystal, the Fermi surface states in 1 1 1

the (111) and (100 direction would be essentially identical =4 ) (20)

and their decay in the vacuum of their respective surfaces N el le+U

would be the same. When the periodic potential of the CryStaNotice that, unlike the single band Kondo effd®), elec-

is added a gap opens in tfl]) direction but not in the  y,ns from one band can scatter from the impurity between
(100 dlre_ctlon. Hovyever, the bylk state that disappeared wo different bands with spin fligall energies are measured
the Fermi surface_ in thel11) direction now bgcomes.the relative to the Fermi energylf we ignore the off-diagonal
surface state in this same surface. Therefore, its amplitude Alatrix elements of Eq(19) the problem trivially reduces to

the surface and close to it is essentially the same as the sta{f,, i,jependent Kondo effects with characteristic Kondo
in the (100 direction (this is can be readily understood due temperatures

to the long decay rate of the surface state shown in Big. 4
and the overlap is essentially the same. Thus, one has to be Tk~ Dpe ™o, (21)
careful when discussing wha.t happens to gdatoms in d'ﬁer\ivhere D, is the bandwidth cutoff[D,~8.6 eV, D,
ent surfaces because there is very little difference between

e ~0.4 eV (Ref. 19] and
surface states along gapped directions and bulk states along
nongapped directions in the Fermi surface of noble metals.

1 NyO)V'%(ke) [
L% A

IV. THE SURFACE KONDO EFFECT is the effective coupling constant,,(0) is the Fermi surface
density of statedfor a spherical Fermi surface we have
: . N,(0)=(L/m)%27m'k%™2/#2 where m' is the effective

. < n o .

lem. The first one is reached whiip,| <|e,|, U and we can gwasé. Because of the difference in the Kondo temperatures

treat the hybridization energy as the smallest scale in the. . . .
problem. This is the so-called Kondo regime where the ayJiven in Eq.(21) one of the scatterlng channels domlnatgs
he screening process and the singlet state can be either

erage occupation of the impurity state is essentially constan#brmed with the surface state whdix ,>Ty ; or with the

that is,(n,)= 1. In order to study this limit it is convenient to . .

. . bulk states ifTy ;>Tg . If we apply this argument to the
split the electron states_mto l_)u(B) and sgrface{S) so that results of the overlap integrals of the preceding section we
we write the Anderson impurity Hamiltoniatl) as see that for the adatom in the @al) surface the Kondo

_ + + + screening is dominated by the surface state since the cou-

H _%el(k)clvk”clvk"Jr% GZ(q)szq”CZ'q"-'-eag dyds pling constant(22) is bigger for this state than the bulk

states. On the other hand, if the adatom is sitting at the

On= Nn(O)Jn,n(kakF) = (22

There are two main limits of interest in the Kondo prob-

+Uny Ny + 2t a(Cl o dy + H.C) Cu(100 surface, the Kondo effect is dominated by the bulk
k.o state with momentum perpendicular to the(000) surface.
+ The above discussion is valid as far as the occupation of
+%t3qa(c2,qod0+ H.c), (17) the impurity level is close to 1. However, in the problem at

hand the adatom occupation can change substantially with
wherec, y, (C24,) describes the bulksurface electron an-  the hybridization since the matrix element is strongly depen-
nihilation operator, respectively. We have a two-band probdent on the distance to the surface and the type of states
lem where both bulk and surface states hybridize with thenvolved, that ist,, can be of the order of, (but still much
impurity at the surface. Notice that this is a single channebmaller thanU). In this case, the mapping into the Kondo
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problem fails to properly describe the actual occupation orinstead of their actual value, that is, we replace the operators
the adatom. Instead, we should start from the Anderson imb andb' by
purity Hamiltonian(1) and compute the Kondo temperature =
directly from it. Here we will do so by adopting the larte (b)=(b")=vz. (26)
calculation of Newns and Re#ftithat allows for average Notice that by treating the bosons in the mean-field approxi-
fluctuations in the valence of the adatom in the limitlof mation we obtain a quadratic Hamiltonian in Hqs) that

—oo [in fact, estimates based on the local spin densitycan be diagonalized by standard techniques and the total en-
approximatiot® (LSDA) give a value ofU~2.84 eV and  ergy of the system can be minimized with respect &md y.
€,~-0.84 e\]. The idea of the largdl calculation is to gen-  The physical meaning of these parameters becomes clear

eralize Eq.(1) to include more degenerate electron stateSyhen we calculate physical observables. For instance, the
(besides the 2 states associated with the spin) &hd take average occupation of the impurity is given by

the limit where the degeneracy diverges. Mathematically this
is accomplished by generalizing the spin index in the elec- (N =1-z (27)

tron operator to a new indem that varies from 1 t\. Itis \ypich shows that deals with the change in the occupancy of
convenient to write Anderson impurity Hamiltonia) in 6 adatom state due to the hybridization with the substrate.
the limit of U — < as On the other hand, we can also show tiyas the renormal-
ization of the energy of the impurity state, that is, the renor-
Hy= €22 G nCam*+ 2 €CnCim* 2 tealCknCarP + HC),  ralized impurity St)(;te energ)? is )éiven By =e,+7y. The
" m om mean-field parameters, and z are calculated by solving a
(23)  set of coupled transcendental equatighs:

whereP is the projector operator that projects out any states 2 ZFa€r)
of the adatom with double occupancy. In the adatom we can, 1-z= P arcta —|?| ;
a

in principle, have three different states with zd9), single,
|d*), and double|d?), occupancy. We now expand the Hilbert 1/
space by introducing a “phantom” boson state such that € - €= EFaka(EF)|n<{E§+ [2Faaler) I ) (28)
when the state of the adatom is unoccupied by an electron it D

is occupied by a boson, s#y’d®), and when it is unoccupied
by a boson it is occupied by an electrdiofd). Observe that

whereF ,5(w) are matrices defined, in general, as

this construction constrains the number of bosons and elec- taktis
trons to be 1 for all statelg) in the Hilbert state: Fakg(w) = % w-et+in (29)
i -
(na+ bb)[4) = 1[y). (24) and D is bandwidth of the conduction banghotice that

The utility of this representation becomes clear when we® 8=8,P in reference to the adatom and tip, respectively
consider the action of the operataj, b on the statgbd®) The Kondo tgmperature can be directly extracted from this
producing the statéb®?). Further application o] p to ~ formalism as

|b%?Y) annihilates the state while application of.b’ to e,

|b°dY) returns the system to the stabdd®). Thus, the repeti- kgTk =zAg=D eXP<A—>, (30

tive application ofc;mb or c,,p" never produces the doubly 0

occupied state. In other words, we can replacie Eq. (23)  where
by a boson operator if we ensure that the constredt is

obeyed. This constraint can be seen as an energy cost, that is,
states of the Hamiltonian that violate the constréai®) are  Therefore, using the largd account we can deal with the
highly excited states. If we are interested in the low-energycase where the hybridization energies are of the order of the
physics, then we can convert E(®4) into a new energy adatom energies. We use these results in studying the STM

AO =Im Faka((,()) . (31)

scale and add it to the Hamiltonian as differential conductance in the next section.
We are not aware of any measurement of the Co-to-Cu
Hs= €2 ClnCam* 2 €Ch rCim distance being reported, so this distaggevill be treated as
m k,m a parameter of the order of the Cu lattice space. Figures 7

and 8 show our calculated Kondo temperature as a function
of z,. An interesting feature is that the Kondo temperature
decays fast wittr,, which can be understood because of the
where v is a Lagrange multiplier. Notice that in the limit exponential overlap between the substrate and Co wave
of y—oo the constraint(24) is automatically obeyed since functions. When calculating the Kondo temperature for
the energy is minimized when E@24) is fulfilled. As is, Co/Cu11l) assuming that only the bulk state exists, we find
Hamiltonian (25) is still very complicated and at this point T, <10 K for the zy's as Fig. 7, which clearly means that
we have to use the largd approximation that consists in the surface state dominates the Kondo effect. The domination
treating Eq(25) in a mean-field approximation. In the mean- is not surprising since a significant portion of ladge-bulk

field limit we consider the average value of the boson fieldstates are gapped around 1id1) direction. Comparing the

+ 2t a(ChnCamb + H.C) + ¢+ bTb = 1), (25)
k,m
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150 V. STM DIFFERENTIAL CONDUCTANCE
125 We assume that the STM tip and the adsorbate-substrate
100 complex are each in local equilibrium, and use the standard
y Green'’s function formalism for calculation of the differential
BTs conductancé!
50 d|
25 d_V * = |m{Fpkp(w) + Ga(w)[tpa+ Fpka(w)]z}aFeVi (32
s o951 125 1 whereF () is defined in Eq(29) and G, is formally the
Zo adsorbate retarded Green'’s function associated with the total

HamiltonianH. However, because the effect on the adsorbate
From the tip is much smaller than that from the substrate, it is
always safe to regar@, as the one without tip. In this work,

Cu Fermi surface with a perfectly spherical one, one find<e (W,ithogt tip) is calculated by the mean-field slave-boson
that the Cu surface state contributes to the Kondo effect in EChNiqué® as

way similar to the bulk band of the spherical Fermi surface 1

around the(111) direction. Similarly, the bulk band with re- Gyw)=————, (33
spect to the C{100 surface can be considered as a perfectly @~ €& +izA

spherical Fermi surface for calculating the Kondo effect. Aswhere the symbols here are given in the preceding section.
a result, the Kondo effect of the Co/Qi1), dominated by By substituting Eq.(33) into (32), the STM differential
the surface state, should have the same order of magnitude esnductance can be written as

Co/CuU100. The positions that provide the experimentally 5

measured Kondo temperatute$Ty (111=54 K and Ty (109 ar_ (ﬂ) :A{w] (34)
=88 K) are 0.41 and 0 A from thél11) and (100) surfaces, dv \dV/g &£+1

respectively. Hence the STM conductance will be calculatedynere the differential conductance with a subscript 0 refers

by fixing Co atom at these optimized positions. . to the background signah is the amplitude of the STM
We should point out that from an experimental point of .onquctance,

view we would expect the Co adatom to be located around

one lattice spacing away from the surface. Thus, our ob- Ao (Im Fp) (1 +q7), (35
tained values of their position seem to be quite sriedpe-
cially in the case of th€100) surface where the adatom has

FIG. 7. Kondo temperatures as functions of the Co distanc
from the surfacez,, on the Cuyl1l) surface.

g is the Fano line shape parameter,

to be located at the surfakcand therefore unrealistic. Nev- _ that ReFy(w)

ertheless, one has to have in mind that the there are many T ImFy (@) (36)
. . . L pkal @

assumptions made in the calculation that can affect signifi- _ . . _

cantly the value of the Kondo temperature, namely, the forn@nd ¢ is the dimensionless bias voltage

of the image potential close to the surface, the laxgap- eVi e

proximation, and the limit ofJ —co. Furthermore, it is clear -—-— 4 (37)

from Eq. (30) that the Kondo temperature is exponentially keTk

sensitive on the details of the hybridization and energy Scaleﬁxpression(34) has been frequently used for the fitting of
and therefore is significantly affected by the various assumpsTy data.

tions. Thus, the plots in Figs. 7 and 8 have to be taken as the g shape of the differential conductance versus the bias
trends for the variation of the Kondo temperature with thevoltage is determined by the Fano line shape paranueter

distance from the surface and not as realistic values. Fig. 9 we show the differential conductances obtained from
our microscopic theory for the €11l and Cy100 sur-
80 faces. From Eq(36) we see that] is related to three micro-
scopic quantities,,, Im F . (w), and ReFy(w). It is found
60 thatt,,<ReF(w) and therefore we can sgf,=0 in Eq.
(36). Obtaining the first two is straightforward since they
& 40 only depend on the physictt the Fermi energy. From Eq.
(29), we have
20
Im Fakﬁ(w) = 772 taktkﬁﬁ(a) - Gk) . (38)
k
0
0 0.25 0.5 075 1 1.25 1.5 1.7 Notice that the amplitude of the STM signal, E§5), de-

20

pends essentially on this quantity and can be calculated reli-
FIG. 8. Kondo temperature as functions of the Co distaage, ably. In Fig. 10 we plotA(R) for R, =6 A and compare it
on the C(100) surface. with the experimental dafd.As one can see, the agreement
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FIG. 9. Differential conductancgn arbitrary unit$ at R;=0, as FIG. 11. Differential conductances for the Co on(CLl) for

a function of the bia¥ in meV for an adatom on the €141 (thick  different values of R. From bottom to the top: R,
line) and Cy100) (thin line) surfaces, as obtained from the theoret- =0 2 4. 6,8,10 A.
ical calculations.
. . . omes large. Instead of a positive Lorentzian, a negative
between the theory and experiment and theory is quite gooq. antzian is observet
The other quantity of interest, namely, Rgi(w), re- In Fig. 12 we plot the calculated values gfagainst the

quires an integration over the entire Cu band. For thgjes used by the experimentalists in order to fit the &ata.
Cu(111) surface, the surface band has a free-electron dispefrhe discrepancy between theory and experiment is clear.

sion starting 390 meV below the Fermi level and up tO\ore work will be required in order to check this issue.
400 meV above it, where the upper limit is the intercept of |, order to calculate RE (@) for an adatom located at
the sgrface band to the bulk band_s. We caIcuIat§gg§w) the CY100 surface we need information of the whole Cu
for this surface_band and determine the tun_nellng cor)ducbmk band. The Cu bulk bands start at approximately 10 eV
tances(34) for different values ofR as shown in shown in - pejoy the Fermi level and disperse up to the vacuum level
Fig. 11. . . that is located at approximately at 4.8 eV above the Fermi
We notice that for short distances away from the adatomenergy. At the Fermi energy the Cu band has dominant
the theory can describe very well the line shape of the tung \yave symmetry, which gives the quasispherical shape of
neling conductance. Nevertheless, as the distance of th&s Fermi sea. However. there are also €bands located

STM tip to the adatom is increased, the line shape becomeg,m, 2 1o 5.5 eV below the Fermi level with very large den-
more symmetric and a positive Lorentzian is develofs® gy of stated® Using the nearly-free-electron approximation

Fig: 13). Th_e origin of this res_ult can be easily understood:(&wave with a cutoff at the vacuum level we have calcu-
notice that in Fig. 10 the amplitude of the STM conductancgeq ReF4(@) and have found that it yields a value of

becomes very small for large values Bf. This smallness (R) that changes sign from positive to negativeRisin-
can be tracked down to the small value of Fix, in Eq A, 1ang g P neg !

T ) pra " ___creases, which is not the case observed in the experiment. In
(35), indicating that the interference between tip and adatonbrinciple, the quantity RE (w) must be calculated includ-

:ﬁ;@g‘tgi ?r\:;ﬁ.hg?:v;i\cl)er,a?:riese?ss g;%rngfr?&Vtg?t Ita?rlse ing thed bands. Using a simple parabolic dispersion for the
P e 9 Y 1al9€ 4 hands we find their contribution to be less than 0.1% of the

and positive, giving rise to a positive Lorentzian. This is a
otal value of Re~,,(w) and therefore these bands are not
pka
general feature of any theory of the STM conductance thatt ble to fix the problem of the sign aj(R). Thus, we have

starts with nearly-free-electron wave functions and cannot b . . .
y roblems with the use of bulk states in our calculation. We

avoided since it has its origins on the oscillating nature of the™ ~. .
9 9 elieve that band structure effects are important for the exact

surface states density of statéshis result is at odds with .
experiment when the distance between tip and adatom b alculation of the surface Kondo effect due to bulk states. As

ar as we know there are no such detailed calculations.

0.5
0.
0.4
0.
. 0.3
0 o'
: 0.2
. o o l
0 1 i
0 2 ] 6 8 10

Ry
FIG. 10. Amplitude of the differential conductan@a arbitrary
units) for Co on Cy111) as a function oRR, as compared with the FIG. 12. Plot of the Fano parame®(R,) for Co on C{11l) as
experimental datéRef. 27). compared with the values obtained by the experimentéR&f. 27).
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1
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R
FIG. 13. Amplitude of the differential conductan@a arbitrary FIG. 15. Plot of the Fano parameig(R,) for Co on C{100 as

units) for Co on C100) as a function o, as compared with the compared with the values obtained by the experimentéR&f. 27).
experimental datéRef. 27.

bridization energies and wave functions of the model adopt-

In order to remedy this problem we introduce a cutoff ining simple models for the crystal and surface potentials in
the problem such that by integrating bulk states starting fronthe nearly-free-electron approximation. Our model repro-
the bottom of the nearly-free-electron band we stop the inteduces the main features of the band structure of Cu, the
gration when the value of Réy () fits the experimental ~€nergy of the surf_ac_e states a_md surface resonances as mea-
curve atR;=0. We find that if we integrate up to 0.25 eV Suréd in photoemission experiments. _
above the Fermi level we can quantitatively explain the data, We have shown that the hybridization enerdiesmatrix
as seen in Fig. 9. Given the limitations of our theory this iséléments calculated from the solution of the single-particle
essentially equivalent to consider Rg(w) for adatoms on ~ Schrédinger equation, are strongly dependent on the direc-
the CY100) surface for bulk states as a free parameter of thdion of the electron momenta, the distance of the adatom
problem. More accurate calculations, beyond the ones prg[om the surface, and the actual surface where the magnetic

ReF (@) from microscopic theory. late with distance from the surface due to the interference

In Fig. 13 we show the amplitudé(R) for Co on between the adatom localized state and the substrate states
Cu(100 for R, =9 A. There is a qualitative agreement be- (surface and bulkthat oscillate close to the surface. We have

tween theory and experiment. In Fig. 14 we show the evolyShown that the surface Kondo effect occurs preferentially

tion of the tunneling conductance as a function of the dis\Vith the surface statevhen it exist$ or with the bulk state at

tance from the adatom. Once again, the line shape is corref}€ Fermi energy that has the largest component of its mo-

for short distances but for long distances the line shape bépenturﬂ perpendicular to thi surfﬁc]:e. - .
comes a positive Lorentzian, in contrast with the experiment, V& have demonstrated that although the surface Kondo

In fact, in Fig. 15 we show the dependence of the randffect can be obtained from the Anderson impurity Hamil-
parameterg, as a function of the lateral distand®, Notice tonian by a Schrleffer_-v_\/olf_transformanon onto the Kondo
that overall result is better than the case of Co of1Ci) Hamiltonian, the hybridization energies can be comparable

(Fig. 12 but the divergence in the value qfis very clear. with the adatom atomic energy requiring a more sophisti-
cated approach that allows for fluctuations in the mean oc-

cupation of the adatonfin other words, the adatom is in
VI. CONCLUSIONS what is called a mixed-valence stat&Ve have used the
mean-field slave-boson formalism that allows for the calcu-
In this paper we have studied the microscopic theory ofation of the Kondo temperature in the limit when the on-site
the single impurity surface Kondo resonance starting from artoulomb energyU is much larger than the hybridization
Anderson impurity Hamiltonian. We have calculated the hy-energy. Our results produce reasonable values of the Kondo
temperature for these systems and the distance of the adatom

from the surface.
0.1 We have calculated the tunneling conductance of a STM
0.05 tip for different surfaces in the presence of a Co impurity and
o found that for the surface state in the(Cll) surface we get
3 0 guantitative agreement without any further adjustable param-
© eters. However, for the adatom on the(D0) surface where
“0.05 the Kondo effect is dominated by the bulk state with momen-
0.1 tum along thg100) direction, we have to add an extra cutoff
energy in order to fit the data. More detailed band structure

-30 -20 -10 0 10 20 30 40

bias (mV) calculations are required in order to eliminate the need for

this extra parameter. We have shown that in both cases we
FIG. 14. Differential conductances for the Co on(0R0) for can fit very well the data obtained in STM measurements at
different values oR,. From bottom to the topR,;=0,2,4,6 A. R,=0 but there is a discrepancy between the theory and ex-
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periments when the distance between the tip and the adatogr) = "M

becomes large. While in the experimental paper where the
measurements are reported it is conjectured that the Kondo

effect in the C@¢111) and C100 surfaces are dominated by
the bulk stated’ we show that in fact the Kondo effect is
dominated by the surface state in the(Cil) surface and by
the bulk state with momentum in tH&00) direction in the

(100 surface. We show that this occurs because there is very

e*?cogk,z+ )
A coshz+ Bsin\z

forz< O,
for0<z<z,

CZ'e—KZ’u<1—4 - ,2;2Kz'> for z> z,.
TTdpK

(A1)

little difference between surface states and bulk states Clo%hereu(a b:x) is the standard second solution of the con-

to the surface in a noble metal and both states have max}

mum penetration on the work function potential.
In summary, we provide a microscopic interpretation for
the STM experiments of surface Kondo effects. Our result

can be used as basis for the interpretation of more compli-
cated situations where, for instance, Co adatoms interact via

direct or indirect exchange on artificial Anderson lattices in
metallic surfaces.
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APPENDIX: EXPLICIT COPPER WAVE FUNCTIONS

For the Ci(111) surface state, the parallel momentlpis

1
. A= %[2m(E + 2V M2, (A3)
while vacuum decay factot is defined as
1
K= g[zm(v0 -E)Y2 (A4)

a good quantum number, and the wave function can b&he energ)E is obtained from the continuity conditions at

solved from potential Eq(9) as

z=0 andz=z,.
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First-principles Calculation of the Single Impurity Surface Kondo Resonance
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We have performed first-principles calculation of the surface and bulk wavefunctions of the Cu(111)
surface and their hybridization energies to a Co adatom, including the potential scattering from the
Co. By analyzing the calculated hybridization energies, we found the bulk states dominate the
contribution to the Kondo temperature, in agreement with recent experiments. Furthermore, we
also calculate the tunneling conductance of a scanning tunneling microscope (STM) and compare
our results with recent experiments of Co impurities in the Cu(111) surface. Good quantitative
agreement is found at short parallel impurity-tip distances (< 6 A) Our results indicate the need
for a new formulation of the problem at larger distances.

PACS numbers: 68.37.Ef, 72.15.Qm, 72.10.Fk

Scanning tunneling microscopy (STM) has become one
of the most basic tools for the manipulation of mat-
ter at the atomic scale. Although this experimental
technique has reached maturity, the detailed theoretical
understanding of experimental data is still incomplete
and/or contradictory. One of the most famous exam-
ples of atomic manipulation is associated with the sur-
face Kondo effect observed when transition metal ions
(such as Co) are placed on a metallic surface (such as
Cu(111)) [1]. The surface Kondo effect is the basis for
the observation of surprising phenomena such as quan-
tum mirages [2], and has attracted a lot of attention and
interest in the last few years. The current understanding
of these observations is based on the assumption that only
surface states of Cu(111) are involved in the scattering
of electron waves by the Co adatoms [3-5]. Neverthe-
less, recent experiments with Co atoms on the Cu(100)
surface (that does not have any surface state) [6], or in
Cu(111) but close to atomic surface steps (that affect the
surface states) [7] have indicated that bulk (not surface)
states are behind the surface Kondo effect. Meanwhile,
in contrast, the growing theoretical literature in the sub-
ject is heavily concentrated on the surface states alone.
In this paper, we use first-principles methods that clearly
show that the bulk states are behind the surface Kondo
effect, in agreement with these experiments. In the light
of these results, theoretical approaches based on surface
states alone have to be reconsidered.

The surface Kondo effect without the STM probe is
described by the Anderson impurity model:

H, = Z ekcfwckg + Z(tkacfwcag +H.c.)
ko ko

+ Z €aCl Cao + Ui (1)

where €y is the energy of the substrate electrons, c;rm

(cko) creation (annihilation) for substrate electrons with
momentum k and spin o, €, is the energy of the adatom
d-orbital, ¢l (c.,) is the creation (annihilation) of

adatom electrons, and U is the Coulomb energy for dou-
ble occupancy of the d-orbital (n,, is the number oper-
ator). The hybridization energy between the substrate
and adatom is written in terms of matrix elements be-
tween their wavefunctions.

tea = / Ervpn)(Ho + Va)al®),  (2)

where Hj refers to the bare metal surface, V,(r) is the
adatom scattering potential, ¢k (r) is the substrate wave-
function scattered by the adatom potential, and ¢, (r) the
adatom 3d orbital. Most work on the surface Kondo ef-
fect [8, 9] follows Anderson’s original idea [10] in dealing
with the hybridization matrix element ty,, namely, treat-
ing the matrix element as a phenomenological parameter
to fit experiments. However, in trying to understand the
STM experiments, and especially the role played by the
surface and bulk states, these matrix elements cannot
be simply taken as phenomenological parameters since
one would not be able to separate the contributions com-
ing from the bulk and the surface states of the substrate.
Thus, it is essential to perform microscopic calculations of
these matrix elements starting from the electronic wave-
functions.

Microscopic calculations of these matrix elements using
the nearly free-electron model (NFE) for Cu have been
attempted recently [13, 14]. The NFE approximation
has its advantages in analyzing the momentum depen-
dence of the hybridization energies and obtaining analyt-
ical substrate wavefunctions. However, in using the NFE
one needs to prescribe how the substrate crystal poten-
tial joins its vacuum image counterpart, and the unique-
ness of this potential prescription is questionable. Such
a freedom in modeling potential makes the NFE method
unreliable in obtaining the precise surface and bulk wave-
functions. Moreover, we further notice that the substrate
states in (1) are those already scattered by the adatom
potential rather than the bare-substrate states. The rela-
tion between these adatom-scattered states and the bare





substrate states is given by:

Zekc‘{{gckg = ZekCSU)TCI((?

ko ko
+ 3 (Ve + Hee), (3)
kk’oc

Ui = / Erop® Vaee ), (4)

where the superscript (0) refers to the bare electronic
states. The NFE does not consider the scattering poten-
tial from the adatom and uses the bare-substrate states
in the Anderson impurity model (1).

In the presence of the tip new terms have to be
added to the Hamiltonian that describe the tunneling
processes of tip-to-adatom and tip-to-substrate [9]. The
tip-to-adatom tunneling process is described by: H,: =
> tap (Clypo + Hoc.), where ¢po (cl,) annihilates (cre-
ates) electrons at the tip and ¢, is the hybridization
energy between tip and adatom. The tip-to-substrate hy-
bridization is given by: Hy = >, txp (c;fwcpg + H.c.),
where ty, is the hybridization energy between substrate
(bulk or surface state) and adatom. The tip Hamilto-
nian is simply: Hy = > _ epc};(,cpg, where ¢, is the energy
of the tip electrons. The total Hamiltonian of the tip-
substrate-adsorbate system is: H = Hs+ H;+ Hy + Hygs.
For the hybridization energies that involve the STM
tip, we follow Plihal and Gadzuk [9] and approximate
tpa X ¥ (Ry) with a =k, a.

To correctly obtain the contributions of the surface
Kondo resonance from the surface and bulk states, we
perform first-principles calculations of surface and bulk
wavefunctions on the Cu(111) surface in the presence
of the scattering potential, as well as their hybridiza-
tion energies to the Co adatom. As the first step,
we calculate the wavefunctions of a bare Cu(111) sur-
face. Such a surface is simulated by a super-cell of 21-
layer slabs separated by 8 vacuum layers (Fig. 1 upper).
We employ, in the framework of density functional the-
ory, a self-consistent full-potential linearized augmented
plane wave (FLAPW) method [15], with the exchange-
correlation potential in the generalized gradient approx-
imation (GGA) [16]. The interatomic distances within
a Cu slab are determined by the bulk lattice constant
ap = 3.62 A, and the surface relaxations of Cu(111) are
neglected because of its close-packed lattice structure.
The calculated work function (4.90 eV) and size of the
Cu(111) gap (5.16 eV) are in excellent agreement with
the experiments (4.94 ¢V and 5.10 eV, respectively) [17].

In order to further include the potential scattering in
(3) from a Co adatom, we perform another FLAPW cal-
culation, in the local spin density approximation (LSDA),
of 7-layer Cu slabs separated by 8 vacuum layers, plus Co
impurities on the top of the Cu surface layers at 8 A sepa-
ration (Fig. 1 lower). The potential V,(r) in (3) is taken
to be the potential difference between the surface with

Cu Cu Cu

wnnoep
wnnoeA

— 21 layers

Figure 1: The upper figure shows the periodic slab geometry
of the present work. The lower figure shows the top view
of the unit cell of Co on the Cu(111) surface in our LSDA
calculation of the present work. The Co atom is located at
the center (grey circle). The larger and smaller circles are the
first (surface) and second Cu layers, respectively.

Co and the clean crystal. Using the bare Cu(111) states
within the energy range |¢e — ep| < 1 €V as basis, we per-
form an exact matrix diagonalization on the right-hand
side of (3) and obtain the adatom scattered states. It is
the 3d orbital of the Co adatom that actually participates
in the Kondo resonance. The 3d orbital c,, appearing
in (1) is renormalized by the Cu-substrate potential but
does not include hybridization with the substrate states.
Our current first-principles approach cannot generate 3d
orbitals satisfying both conditions. Instead we can per-
form LSDA calculations for the 3d orbital of either a sin-
gle Co atom or a Co atom on Cu(111) with hybridization
tq.k included. The latter is not a good candidate to be
used in (1) because it adsorbs tqk into itself and should
in principle give t,x ~ 0. Thus we calculate the elec-
tronic structure of a single Co atom using a relativistic
atomic code [18] and use its 3d3,2_,2 orbital as the 1), (r)
in (2). The particular choice of the 3d orbital 3ds,2_,.
other than 3d,, or 3d,2_,> is supported by Ref. [19].

The theory of the surface Kondo resonance adopted
in the present work closely follows Ref. [13, 20]. The
broadening of the Co d-level is calculated directly from
the hybridization energy (without any adjustable param-
eters)

A:W2|tka|25(€F—€k)7 (5)
k

where €p is the Fermi energy, to be A = 0.18 eV. In fact,
the STM-measured Kondo temperature for Co/Cu(111)
is T ~ 50K, which, from Tx = D exp (—7|eq|/A), gives
A ~ 0.2 eV if one uses well established values of the
d level e, ~ 0.9 eV [8] and the Cu band cutoff D ~





5.5 €V [17]. The contributions to A from the surface
and bulk states are also investigated by considering A =
Agurt + Apuik- We calculate from (5) the ratio of the
surface-state contribution to the total d-level broadening
Agurt/A ~ 0.006. The ratio shows that the bulk states
dominate the adatom-substrate hybridization energy of
Co/Cu(111). This result can be understood by the fact
that the Co atom is still in one layer above the surface
Cu layer, a crystal-like regime rather than the tunneling
regime (that is, the Co adatom is strongly hybridized
with the substrate).
The STM differential conductance can be written as:

i (dI\  |g(R) —1+2¢Re[q(R)]
W_(W>O—G(R) 2+1 )

(6)

where R is the parallel impurity-tip distance, £ = (eV +
€.)/(kBTk) is the dimensionless bias, €, is a bias off-set
due to the d-state energy,

2

T Z tpktka5(6F - Ek) ) (7)

k

a(R) =

is the amplitude of the resonance, and

t o + t ktkaRe Gk
g =l 2uls 0

Zk tpktkalm G

is the so-called Fano parameter where Gx = (ep — ex +
in)~! is the bare substrate Green’s function. In (6), the
differential conductance with a subscript “0” refers to the
background signal (proportional to the local density of
states of the substrate). Notice, that generically ¢ is not
a real function and can have an imaginary part, Im[g(R)],
which is usually neglected in the experimental fits. How-
ever, when performing the first-principles calculation of
the Cu(111) surface, we found that ¢ can carry an imagi-
nary part. This imaginary part comes from the correction
of the oversimplified Bloch states for metal conduction
electrons. The Bloch states can generally be written as
Yk () = Unie(r)e 171 with wni(r) = |uni(r)] e ®).
NFE studies on the surface Kondo resonance [9, 13, 14]
treat unx in such a way that ®(r) is spatially indepen-
dent, i.e., ®(r) = ®¢ is an overall phase. However, our
first-principles calculation shows that the function w,yx
can carry a spatially varying phase. Hence, ®(r) should
then be included in the calculation of the hybridization
energies, which consequently gives the complex Fano line-
shape parameter q.

The STM tip is positioned about 5 A< z <10 A
above the surface in the usual spectroscopic tunneling
conditions. However, when performing first-principles
calculations of the bare-Cu(111) wavefunctions, we find
that the wavefunctions undergo an oscillatory behavior
rather than a smooth exponential decay beyond 4 A from
the surface. It is known that this problem comes from
GGA in the low density region because of large scaled

a(R)/a(0)

Figure 2: Normalized Fano formula prefactors a(R)/a(0) at
three tip heights Z; = 3.5 A, 10 A, 16 A (from the bottom to
the top). The experimental data is also shown [6].

gradients. The large gradients cause fluctuations in the
exchange-correlation potential which, in its turn, pro-
duces fluctuations in wavefunctions. To resolve this prob-
lem we extrapolate the Cu-substrate wavefunctions by
fitting their values in 2 A< z<3A using the NFE wave-
functions [13]. The NFE wavefunction is then used in the
z>5A region to calculate the STM differential conduc-
tance.

We analyze the surface and bulk-state contribution to
a(R), and find that the bulk states dominate. In Fig. 2
we plot a(R) of three tip heights (Z, = 3.5 A, 10 A,
16 A) as well as the experimental data [6]. The prefac-
tor a(R) at Z; = 3.5 A is calculated directly from the
GGA wavefunctions rather than the extrapolated NFE
wavefunctions. It is clearly seen that a(R) is broad-
ened and moves towards the experimental data as the
tip moves farther away from the surface. One can see
that our first-principles calculation at Z; = 16 A (with-
out fitting parameters) agrees well with the experiment
within R < 5 A but starts deviating from the exper-
iments as R increases and has a node around R = 7
A. Since the current first-principles approach in calcu-
lating the Cu(111) electronic structure, GGA, is widely
regarded as a highly accurate computation scheme, we
suggest that further theoretical and experimental work is
required to check this issue. In the bulk Kondo problem
the conduction-impurity hybridization can be regarded
as momentum-independent, and the Kondo Hamiltonian
has an exact solution by Bethe ansatz [21]. However,
the surface Kondo effect has a momentum-dependent ¢y,
and there is so far no field-theoretical approach that can
treat it exactly. A possible solution is to use a compu-
tational scheme to compute the Anderson Hamiltonian
of a surface Kondo effect. In the experimental aspect it
should be pointed out that at large values of R the STM
data is very noisy, and it is possible that the fitting is not
unique.

The calculation of a(R) requires only the Cu-substrate
states at the Fermi energy (see Eq. (7)) while the line-





Figure 3: The absolute value (solid curve) and real part
(dashed curve) of calculated complex ¢ at Z; = 16 A as a
function of R as compared with the experimental fit assum-
ing Im[q] = 0.

shape parameter ¢ in (8) depends on the entire Cu band.
We use the calculated Co-scattered Cu states within the
energy range |e — ep| < 0.9 eV to obtain the ¢(R) in
Eq. (8). Since the Fano lineshape parameter ¢ defined
in (8) is in general complex, the experimentally fitted ¢
based on the Fano formula of (8) with Im[g] = 0 can only
be compared with our calculation qualitatively. We plot
our calculated |q|, Re ¢, and the experimentally fitted ¢
in Fig. 3. The comparison of ¢ shows good agreement
between our calculated and the experimental STM line-
shapes for R < 6 A and the discrepancy for R > 6 Aisa
consequence of the node of a(R) around R = 7 A.

The effect of the potential scattering from the Co atom
is also studied by calculating the d-level broadening A
and the STM lineshape prefactor a(R) without the po-
tential scattering, i.e., Uxxr = 0 in (3). When the po-
tential scattering is neglected, the d-level broadening A
reduces by 8%, and its surface-state contribution slightly
increases but is still small (Ague/A ~ 0.025). We also
found that without the potential scattering the surface
states dominate the contribution to the STM lineshape
prefactor a(R), which is a drastic change from the case
with the potential scattering (bulk states dominate in
this case). This change can be understood as follows:
as indicated by the surface-state contribution to the d-
state broadening, the surface states without the potential
scattering contribute to t,x more than with the potential
scattering. This is expected because the substrate wave-
functions decay exponentially from the adatom site to the
tip. We looked into the relations between the wavefunc-
tions with and without scattering and find that the po-
tential scattering causes no significant surface-bulk-state
mixing to account for the difference in the hybridization
energies t,x and tyx between the cases with and with-
out scattering. Thus the explanation for this difference
is that the potential scattering causes destructive inter-
ference to the surface states upon summing over all k.

In summary, we have calculated the hybridization ener-
gies from the LDA wavefunctions of the Cu (111) surface

and Co atom. The potential scattering of Cu conduction
states from the Co adatom is included in determining the
substrate-adatom hybridization energy. Our calculated
d-level broadening from the above hybridization energy
is in excellent agreement with the value determined from
the STM-measured Kondo temperature. Our analysis of
the contribution of the substrate-adatom hybridization
energy from surface and bulk states shows that the bulk
states dominate the Kondo temperature. We also calcu-
lated the tunneling conductance of an STM tip for the
Cu(111) surface in the presence of a Co adatom. Our cal-
culated conductance has quantitative agreement with the
experiments at short parallel tip-adatom distance with-
out any adjustable parameters. However, discrepancy
appears as the parallel distance increases indicating that
a new approach is required for this problem.
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Strongly coverage-dependent excitations of adsorbed molecular hydrogen
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We have observed prominent nonlinearities in differential conductance spectra @f Eopper surfaces
using a low-temperature scanning tunneling microscope. These nonlinearities result from transitions between
states of H with distinct conductances. Tunneling electrons drive these transitions by giving up energy to
highly coverage-dependent excitations that do not correspond to known vibrational or rotational moges of H
The nonlinear conductance features can be modeled by extending the conventional framework for inelastic
electron tunneling spectroscopy to include saturation effects.

DOI: 10.1103/PhysRevB.71.115416 PACS nuni®er68.43-h, 68.37—d, 67.70+n, 67.90+z

In his classic text on superfluidd,ondon considers why surface was blocked by a shutter heldTat5 K, we expect
hydrogen, with an even smaller mass than helium, becomesthe H, to be cold prior to adsorption. As the low-temperature
solid rather than a superfluid at low temperature. He explainsection containing the STM was not equipped to measure the
that the greater zero-point motion of, s more than offset surface coverage, we quote exposure times to establish a
by the greater van der Waals attraction between moleculeselative indication of coverage.
thus leading to a solid phase at ordinary pressure and zero After ~1000 min exposure to § an STM image mea-
temperature. Phase diagrams for hydrogen in confined georsured at low voltage shows no visible adsorbates on the sur-
etries can be quite different than the bulk because intermdace[Fig. 1(@]. However, unlike the hydrogen-free Cu sur-
lecular attractions can be weakened. For instance, it is eXace, ubiquitous noise appears in images taken at higher
pected that a superfluid phase of hydrogen may occur inoltage[Fig. 1(b)]. The voltage-dependent noise is correlated
small three-dimension&BD) clusterd and in 2D clusterfsor ~ with nonlinearities in the conductance. THE dV spectrum
films* of hydrogen adsorbed on surfaces. in Fig. 1(c) reveals a pronounced gaplike feature, with peaks

Molecular hydrogen is only weakly bound to cold, flat, that are symmetrically placed #,,=+120 mV 1 Noise in
noble-metal surfaces by van der Waals forcesdl/dV atV~Vgy,, reflects two-state noise in the tunnel cur-
(physisorption.>® We expect that the net long-range interac-rent. The gaplike feature and associated two-state noise are
tion between adsorbed hydrogen molecules reflects a balangglependent of the lateral tip position. As a result, STM im-
between electrostatic repulsion of surface-induced dipol@ges of the surface are uniformly noisy when taken at
moment$® and a van der Waals attraction weakened by dyV=Vg,, [Fig. 1(b)].
namic screening from the surface charge density. Thus, We expect that the weak in-plane force between a phys-
within a range of surface coverage, it is likely that phys-isorbed hydrogen molecule and a close-packed metal surface
isorbed hydrogen exhibits gas and liquid phases at temperaan be overcome by the zero-point motion of the molecule,
tures well below the bulk freezing point. A variety of order- with the consequence that the molecule will be delocalized in
disorder transitions involving gas, liquid, and solid hydrogenthe plane of the surface. This is consistent with the absence
phases have been observed for monolayer coverages of l8f any localized adsorbates in Fig. 1. However, it is also
on graphite possible that one or more,Hnolecules are confined within

Here we report excitations of adsorbed tthat produce the STM junction, remaining so even as the tip is scanned
highly nonlinear conductance spectra. Excitation energies inacross the surface. Thus, the ubiquitous gaplike feature may
crease by a factor of 3 within a range of submonolayer cov-

erage. The sudden appearance of these excitations at (a) 600F
threshold coverage is suggestive of a phase transition. S
Experiments were performed using ultrahigh-vacuum ?
scanning tunneling microscop€STM’s) at temperatures of >
T=5 K and 2.5<T<18 K. Clean surfaces of single-crystal %
Cu(111), Cu(100, and Cy510) were prepared by Ar sputter-
ing and annealing to 600 °C. No systematic differences.in H ‘ ‘ 0 1;50 0 150
conductance spectra were found for these surfaces. The dif V=70mV V=120mV Samiple Voltage [0V

ferential conductancell/dV was either calculated by nu-

merical differentiation of the tunnel curretV) or was re- FIG. 1. CY1l surface with adsorbed HT=2.5 K. (a), (b)
corded with a lock-in amplifier by adding an ac modulation s\ jmages withR=100 MQ. Differentiation along the horizontal

(1 kH2) to the sample voltag¥. H, gas was admitted to the 4xis and illumination sources are used to enhance local contrast. An
room-temperature UHV chambeiP=1x 108 Torr), pro-  atomic step is visible in the lower part of the imagemarks the tip
ducing a flux of H incident on the sample surface. Becauseposition for the spectra ifc). (c) 1(V) and numerically calculated
direct line of sight from the UHV chamber to the sample di/dV spectra withv=100 mV,1=1 nA.
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@44 [ ! pation in groundng) and excitedn;) states at a given volt-
< ; age using the relations
A 0 =Ngog + Nyoy, (1)
2 :
o A @
0 Z%me (ms?o 60 Sampﬂeo?,o,tag;??nv) where oy(0y) is the ground(excited state conductance and
o=1/V is the time-averaged conductance. The plot of excited
() 10 . 40 L -
by state occupation in Fig.(B) indicates that the conductance
’g 1L ‘*!-.|.|_t g peak atVgy,, co_incides with a shift in occupation from the
e | t 1 £ ground to excited state. Because the conductance of each
g o1l 1M 13 state is independent of voltage, the nonlingkidV spectrum
= © solely results from the shift in occupation between states.
0.01F0 Time(ms)10 | 3 oL ~ , To learn more about the switching mechanism, we com-
0.1 1 -80 0 80 piled histograms of residence times in each sg&ig. 2(c),
1(nA) Sample Voltage (mV) bar graph insét The statistical distributions are well fit by

single exponentials whose decay constants are the mean resi-

FIG. 2. (Color onling Two-state noiseT=5 K. Ho/Cu(111. (8  dence times in grounét,) and excited(t;) states. The de-
Excerpts of switching withV=95mV, 109 mV, 125 mV taken at  rease of residence times in inverse proportion to current
constant tip-surface separation set ¥y 150 mV,I=15nA. (D) jygicates that transitions between states are driven by single
Left axis: numerical ¥/dV showingVg,,=108 mV. Right axis: oc- v nneling electrongFig. 2(c)]. Together with the symmetry
cupation fraction in the excited state. The solid lines are fits usm%f di/dV spectra abouv'=0, this trend suggests that transi-
Eqs.(4) and(5) with the parameters in Ref. 1{c) Inset: histogram tions from the ground to e'xcited state and vice versa occur
of residence timeg~200 s_witching evenjsfor ground and exci_ted by inelastic scattering
states from two-state noise ¥t=110 mV,1=0.2 nA, along with To develop a simple zero-temperature model for the con-

exponential fits(solid lineg. Main (log-log scal¢: resultant mean X
residence times, andt,. Lines are fits with slopes of-1.0. (d) ductance of two-state systems, we extend the conventional

di/dV spectrum where two-state noise cannot be resolved. Datfamework of inelastic electron tunneling spectroscopy to in-
(open symbolstaken withV=100 mV, =1 nA, 0.5 mV/,s and fit clude occupation in the excited stdiee., saturation Elec-
(solid line) using Eq.(5) with parameters in Ref. 11. JLu(100). trons elastically tunnel through the junction with conduc-

tance oy(o7) when the groundexcited state is occupied.
result from H, molecules that are physisorbed on the Culnelastic scattering transfers the junction from ground to ex-
surface, are confined within the junction or a combination ofcited state with an inelastic contribution to the conductance
both (for instance, a molecule could be switching betweeno, provided the sample voltage exceeds a minimum value
physisorbed and confined states Vmode COIresponding to an excitation of the systev,, for

Two-state noise in the tunnel current can be resolved bgxamplg. We consider relaxation from the excited state by

disabling the constant-current STM feedback loop. Figurénelastic scatteringwith an inelastic conductanagy,,,) and
2(a) shows the repeated switching between a ground statgpontaneous process@sith a rateS). The tunnel current is
with low conductance and an excited state with high conducthen the sum of contributions from elastic and inelastic con-
tance that occurs nedfy,, We measure the fractional occu- ductance channels:

[(V) = (ngog + MoV + (nOUup(V = Vinodd + MTgownV) for V= Viyode 3)
(V) = ooV for V< Vioge

For clarity, we treatv=0 with the understanding th&fV) is antisymmetric abouV/=0. The fractional occupation in the
excited state is

i V-V
ng = 0 = O'up( mOdQ for V= Vmode

1o+ 1ty Uup(v = Vinodd + TdownY + €S (4)
n,=0 for V< Viode

After substituting Eqs(2) and (4) into Eqg. (3), we obtain the differential conductance

dl B
— =A+ " forv=V,

AV [LH(V = Viead!V P2 mode (5)
di/dV= oy for V< Vmode

whereA, B, andV" are voltage-independent functions of the parameigysr;, Tup Tdown Vmode @NAS:
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A= [Uup(o'l + O'dowr) + Udowr(O'O + U'up)]/(o'up"' O'dowr)v (6)

B= o'up[(o'upvmode_ e9(o; - 0p) + 20'up0'downvmode+ eso'up_ Town) )
(O'downvmode"' eS(Uup + Tgown

, )

V= (0downVmode* eS/(O'up"' Tdown - (8)

Equation(5) yields a gaplike feature whea; >0, and  between these spectra are differences in the atomic structure
predicts an asymmetric line shape characterized by a sudd@f the tip and in the hydrogen surface coverage. We note the
rise indl/dV at V=V,,.4 followed by a more gradual decay deceptive resemblance of Figld? to the quasiparticle exci-
set byV". This asymmetric line shape can occur even wherfation spectrum of a BCS superconductor. Equatién
oup and ogon, are very small, as long as the spontaneou§h0_WS how a saturable two-state system can exhibit a differ-
relaxation rateS is comparably small. Analysis of this line €ntial conductance spectrum with this general shape.
shape gives information on the spontaneous relaxation rate Figure 3 shows that an additional conductance feature
and inelastic channel strengths. Because the onset &fmerges at low voltage as the tip is brought closer to the
V=V,0de iN the model is infinitely sharp, it is necessary to surface. For junction resistancRs< 20 MQ), symmetric dips
introduce broadening before using E§) to fit the di/dv ~ appear that exhibittypically pronounceginegative differen-
spectra. We find that convolution of E¢h) with a Gaussian tial resistanc&NDR). The NDR feature originates from re-
distribution aboutV,,4e sufficiently approximates contribu- peated tran5|t|0ns be’gween twp states in a fashion S|m|lar to
tions from thermal and inhomogeneous broadening to fit outhe gaplike feature(Fig. 4). Dips (rather than peaksin
data. di/dV occur atV==+V,4 because the relevant excited-state

Figure Zb) includes calculated curves using E@4). and conductance islower than the ground-state conductancc_a
(5) with parameters in Ref. 11. The agreement between thé71< do).> The NDR feature appears regardless of lateral tip
data and fit is good but broadening for these data dominateg0sition and exhibits a variability in switching rates that is
the asymmetry proposed by E(). As a result, the fit pa- Ccomparable to the gaplike feature.g., Figs. 4a) and 4b)].
rameters are not well determined. Broadening of the conducthe coexistence of gaplike and NDR features in Fig. 3 indi-
tance peaks in Fig.(d) is sufficiently small that a distinctly ~cates that at least three states gfdte present. Equatia®)
asymmetric line shape is observed in agreement with Ecgan be extended to such a situation by including two modes
(5).11 Switching rates for this particular junction greatly ex- atVgapandV,g, or by considering gaplike and NDR features
ceed the STM bandwidtli~100 kH2), so that two-state- as independent two-state systems. .
related noise is absent in the conductance peaks. The fit con- In considering physical origins for the states and excita-

strains the spontaneous relaxation rate,<0$<2.5 GHz, 200 —, . .
indicating that relaxation from the excited state is not en—g @) 2
tirely driven by tunneling electrons in this case. £ 5 ° 0S
Comparison of Figs. (®) and 2d) indicates thaw/y,, and ?\, =
switching rates vary considerably. Discussed further below,@ o00F 8. . 2 . L
the two most relevant changes in experimental conditions 20 0 20 30 0 30
Sample Voltage (mV) Sample Voltage (mV)
(@) e ) ©) c G
80 1 — 8
500MQ . (d) V=4mV|
> = ﬁ% @ v=smv] ©
° LN L .Y < © %D V=bmV|, —
= 10MQ N 40 14 £
© N YV 1iMQ] g. 1o
n | = 0 1 1
‘\/‘*“‘\\W 2 0 20 40 60 0 40 80
' 100kQ Sl Time (ms) IV (nA/V)
-0.5
-100 0 100  -100 0 100 FIG. 4. (Color onling (a) dI/dV (open symbolsand associated
Sample Voltage (mV) Sample Voltage (mV) I(V) (dotted ling where two-state switching occurs too quickly to

be resolved. The solid line is a fit using Ed5) with
FIG. 3. (Color onling Emergence of NDR. Decreasing the junc- 0,=110.8 nA/V, A=74.1 nA/V, B=-17.0uA/V, V'=0.03 mV,
tion resistanceR=V/I by one decade moves the tip closer to the V,,qe=13.3 mV, broadening =0.8 mV(b) NDR with switching
surface by~0.1 nm. All data are scaled 5% The tip height was set noise that can be resolved, taken with a different tip and surface
at V=100 mV. (a) Dotted lines indicate zero conductance for eachcoverage than the data {m). (c) Excerpts of two-state noise near
scan. From top to bottonV,s=2, 1, 0.5, 0.2 mV.(b) Complete  V,q4. (d) Corresponding histogram showing, < oy. H,/Cu(111),
series with 500 M)>R>100 k). H,/Cu(111), T=5 K. T=5K, V=10 mV,1=1 nA, 0.5 mVs
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a) difdV (nA/V) 1570 [y
90 B0 £
£ .
© 185
E —
I 2
5 £,
g "]
i 3-170
'1o?Ms'2 LS N 730 19M?.......
-150 0 150 -30 0 30
Sample Voltage (mV) Sample Voltage (mV)
(C) T x v T ¥ d T
__ 150 440 - .
> | E FIG. 6. Incommensurate ordering of,tdn Cy111) for long
E _'25 B exposure timest>2000 min. (a) STM image with (V=10 mV,
§ 100 - ° I=1 nA). Ordered regions grow outward from step edgbsimage
> cesss® 10 = of the same area with additional exposure tp A hexagonal pat-
i I T tern is visible with a nearest-neighbor spacing of 0.38+0.01 nm
900 1200 ~ 1500 consistent with bulk solid hydrogen. Inset: fast Fourier transform of
Exposure time (min) the terrace regioriT=5 K.

FIG. 5. (Color onling Sudden onset and shifts of gaplike and nor NDR features are distinguishable at this exposure, it is
NDR features with exposure(a) di/dV with R=100 MQ |ikely that gaplike and NDR features occur at submonolayer
(V=100 mV, 1=1 nA, 0.5 mVy,9. (b) R=10 MQ (V=10 mV, H, coverage.
1=1nA, 0.5 MVmg). (€) Vgap and Vnar from (@), (b)H/Cu(111), The dependence on tip-surface separation in Fig. 3 indi-
T=5K. cates that the presence of the STM tip plays a role in gaplike
and NDR features. We find thdt/dV spectra change mark-

. . ' o . aédly when the atomic structure of the tip apex is perturbed
two different interpretations of excitation energies are con-(Fig 7). Thus, the variability in excitation energi@sand

§istent with our spectra.. In the model presented abidygye .. switching rates can be attributed to changes in the apex due
is equal to the energy d|ffe_rence between gr_ound and exmt% tip preparation. We have observed gaplike and NDR fea-
states. However, th_e functional form of H§) is unchanged tures up toT=18 K. H, completely desorbs from the surface

if one instead considers a dogble—well system Wh¥pg e t T~25 K, providing a way to repeat exposures without
corresponds to the energy difference between the groun dditional surface and tip preparation. In this way, we veri-

state and an intermediary transition state. : o ;
) . fied that excitation energies and conductance states are repro-
In a prior STM study of NDR? the high- and low- g P

conductance states corresponded to different molecular con- 40
formations. Switching between these states was driven by
inelastic excitations of a vibrational mode. Thus, a higher-
lying vibrational level served as a transition state afg;
was equal to a vibrational energy. It is unlikely tha,, or
V,q4r In OUr measurements corresponds to known excitations
of physisorbed or chemisorbed,th part because we ob- | - E—
serve large shifts with exposure that have not been reported Sample Voltage (mV)
previously®"13-15To monitor these shifts, the tip was posi- 40
tioned over a clean terrace adt/dV spectra were recorded '
as a function of exposure timé Spectra taken with
t<860 min were unchanged from the clean Cu surface. Fig-
ures Fa) and %b) indicate that gaplike and NDR features
suddenly appear with/y,,=80 mV andV,q=11 mV att
~900 minl® This onset time is reproducible t620%, sug- O
: -150 0 150
gesting that a threshold coverage of 14 necessary before SHTTpIE VOEES (V)
gaplike and NDR features are observed. Subsequent spectra
reyeal tha/gap and\,/_ndf contmuc_)usly INCrease ‘,N'th exposuré g 7, Changes in spectra due to perturbation of the tip apex.
[Fig. 5(c)]. Our ability to monitor this trend is limited by (4 |nitial spectrum upon exposure to,ldhowing two well-resolved
concurrent broadening of both features. Within our entireyapjike features.(b) Corresponding image taken at=90 mV,
data set,Vg, and Vpg span an order of magnitude: |=0.9 nA. Graininess in the image reflects switching noise as in
25<Vgep<<280 mV and 8<V,4,<80 mV. Similar values Fig. 1(b). (c) STM image of the same area after the tip apex is
were observed for HD and D; it is difficult to establish  perturbed by physical contact with the surfadd) Associated
whether small isotope shifts occur. The STM images in Figdl/dV spectrum. &/dV spectra in(a), (d) were taken with the tip
6 show the formation of ordered regions for 2000 min,  positioned atx in (b), (c) with V=20 mV, 1=0.2 nA, 1 mV,e
suggestive of monolayer coverage. Because neither gaplike,/Cu(510, T=5 K.

di/idV (nAVV)

diidV (nA/V)
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duced when the exact atomic structure of the tip is kept inecules adsorbed on the tip and surface could continuously
tact. We note that Cu is the only metal where both gaplikencrease the energy barrier required for changes in adsorption
and NDR features appear concurrently. We have observegy conformation states, accommodating the trends in Fig. 5.
NDR features from hydrogen on (M0, NiAl (110, Pt  Ajernative scenarios involving dissociative electron

(112, and Ag{llj). N attachmerit’ or where hydrogen molecules within the STM
Our observations suggest that the excitations and condu

tance states are associated with hydrogen in the STM juné:Ej nctpn condense to form 3D cIlusters. or 2.D films are .alls 0
tion and cannot be attributed to hydrogen adsorbed solely oR'a%’S'b'e- Condgnsed hydrogen in the Junct.|c.m may e>§h|b|t a
either surface or tip. This explains the dissonance betwee¥g!1ety of density-dependent phase transitidgas/liquid/

our measurements and prior electron beam inelastic scattetolid, order/disordet,or even superfluid-*) The threshold

ing experiment$.”1314|f a small number of molecules are coverage suggested by Fig. 5 is consistent with a phase tran-
confined to the junction, conductance states could reflect difsition. To our knowledge, quantitative predictions of collec-
ferent relative conformations among molecules, varyingtive excitations in such nanoscale condensates are not avail-
numbers of confined molecules, or distinct adsorption stateable at present.

within the junction. Excitations by tunneling electrons could

then drive a change in conformation, add or subtract a mol- e thank C.T. Rettner, A.F. Panchula, and M.W. Hart for

ecule from the junction, or induce a change in adsorptiortheir help and acknowledge support from the Defense Ad-
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